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Abstract

Particles are envisaged as a redox material in solar-thermochemical fuel production processes and as well as a heat transfer medium in solar thermal power plants. They are heated in solar particle receivers, which have mostly been evaluated with continuum models so far, even though the Discrete Element Method (DEM) usually describes the particle motion more accurately. Reasons are the lack of heat transfer models needed for a particle receiver, missing contact model parameters for potential particle types proposed for solar receivers and little experience with the method in the solar thermal research community. In the present work these hurdles are addressed, with the ultimate aim that the method will be part of the methodology toolbox for future researchers. Several models were developed: one for the conductive heat transfer through the contact point and void space between two particles, one for the same heat transfer modes between a particle and a wall, a radiation model based on Monte Carlo ray tracing, a wall conduction model and a model for the chemical reduction of ceria, which occurs in concepts for solar-thermochemical fuel production. The inter-particle conduction model includes a pressure dependence as it is based on the extended Zehner-Bauer-Schlünder model for the thermal conductivity of packed beds. The applicability of this continuum model under vacuum and high temperature conditions was validated in a vacuum experiment in a solar simulator. Also the other models were successfully compared against solutions of various test cases. In context of the model developments, a critical time step limit for the common particle temperature updating process in the DEM was derived for the first time and proven to be reasonable in a stability test. Additionally, contact parameter sets for five particle types envisaged in solar receivers have been determined by a custom calibration approach. It is based on five bulk experiments, which are used to calibrate the contact parameters in three stages. More precisely, the DEM models of the respective experiments in each stage are described by surrogate (Kriging) functions, whose inputs are then optimized to match the experiments and thus find the contact parameters. The calibration was also performed for increased particle diameters to provide parameters for coarse-grained and therefore faster simulations. Finally, the application of the models as a whole is demonstrated by a simulation of the prototype CentRec particle receiver. Mass flow fluctuations observed in experiments could be reproduced and were analyzed in detail. The simulated particle outlet temperature and the receiver efficiency were in good agreement with their experimental counterparts. In summary, the DEM has been shown to be a very useful method for the analysis and the design of solar particle receivers and should be used for this purpose in the future.
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$a$ radius of contact area
$a$ thermal diffusivity
$A$ area
$B$ deformation parameter in ZBS model
$Bi$ Biot number
$c$ damping coefficient
$c_p$ heat capacity
$\tilde{c}_p$ artificial heat capacity accounting for chemical reaction
$c_f$ shape factor in ZBS model
$CG$ coarse graining factor
$C_{cutoff,HT}$ distance in which neighbor particles participate in DEM heat transfer, in particle diameters
$d$ diameter
$d_{10,0}$ 10% quantile of particle size distribution
$\overline{d}_{jk}$ ratio of moments
$D'_{ij}$ diffuse-specular radiation distribution factor
$d_{(0,0,1)}$ direction of ray in hemisphere with zenith vector (0,0,1)
$e$ restitution coefficient
$E$ emissive power
$E_{tot}$ total energy
$e$ unit vector
$f$ surrogate model function
$F_{ij}$ view factor from surface $i$ to surface $j$
$F$ force vector
$G$ shear modulus
$g$ gravity vector
$h$ convection coefficient
$h$ height
$H_c$ thermal conductance by solid contact between two particles
$H_g$ thermal conductance of gas void space between two particles
$H_l$ thermal conductance of liquid bridges between two particles
$H_t$ total thermal conductance between two particles
$I_{lamp}$ electric current of solar simulator lamp
\( \overline{I} \) inertia tensor
\( k \) spring stiffness
\( k_{\text{core}} \) relative core conductivity in ZBS model
\( k_G \) relative conductivity by conductive gas transfer in ZBS model
\( k_p \) relative conductivity of solid particle phase in ZBS model
\( k_{\text{rad}} \) relative conductivity by radiation in ZBS model
\( k_R \) torsional spring stiffness
\( K_{\text{pp}} \) particle-particle heat transfer model calibration constant
\( k \) rotation axis in Rodrigues’ rotation formula
\( l \) modified mean free path in ZBS model
\( l \) thickness of wall
\( L \) length of cylindrical test case in axial direction
\( m \) mass
\( \text{MRD} \) mean relative difference
\( M_R \) rolling friction torque
\( n \) amount of substance
\( n_x, n_y, n_z \) components of vector \( \mathbf{n} \)
\( N \) number
\( N_{\text{refl}} \) Number of reflected rays
\( N_{\text{con}} \) number of contacting particles
\( N_{\text{HT}} \) number of neighbor particles participating in DEM heat transfer
\( N_{\text{wall,tri}} \) Number of neighbor particles of a triangular mesh element, relevant for heat transfer
\( \mathbf{n} \) vector of surface normal
\( \mathbf{n} \) zenith vector of rotated hemisphere
\( O \) ray origin
\( p \) pressure
\( p_{\text{ch}} \) main vacuum chamber pressure
\( p_{\text{pre}} \) pre-chamber pressure in vacuum experiment
\( \mathbf{p} \) vector with contact parameters
\( Q \) heat
\( \dot{Q}_{\text{tri}} \) radiation heat source for triangular mesh elements
\( \dot{Q}_{\text{chem}} \) chemical heat source
\( \dot{Q}_{\text{cond}} \) heat flow by conduction through gas or solid
\( \dot{Q}_{\text{em,surr}} \) emission to the surroundings
\( \dot{Q}_{\text{ray}} \) power of a single ray in MCRT code
\( \dot{Q}_{\text{solar}} \) radiation entering the aperture
\( \dot{Q}_{\text{src}} \) heat source term from separate C++ program for extended LIGGGHTS® software
\( r \) radial coordinate in cylindrical coordinate system
### Nomenclature
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<thead>
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<th>Symbol</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>$R$</td>
<td>particle radius</td>
</tr>
<tr>
<td>$R$</td>
<td>thermal resistance</td>
</tr>
<tr>
<td>$R_{es}$</td>
<td>residual</td>
</tr>
<tr>
<td>$r_{ij,c}$</td>
<td>vector from center of gravity of particle $i$ to contact point with particle $j$</td>
</tr>
<tr>
<td>$s$</td>
<td>separation distance between two spheres in ray tracing test case</td>
</tr>
<tr>
<td>$s$</td>
<td>position vector</td>
</tr>
<tr>
<td>$t$</td>
<td>time</td>
</tr>
<tr>
<td>$t_{100}$</td>
<td>time to reach 100 g on scale in horizontal conveyor experiment</td>
</tr>
<tr>
<td>$t_{c,0}$</td>
<td>time when particles come in contact</td>
</tr>
<tr>
<td>$\overline{T}$</td>
<td>mean temperature</td>
</tr>
<tr>
<td>$T$</td>
<td>temperature</td>
</tr>
<tr>
<td>$T_0$</td>
<td>initial temperature</td>
</tr>
<tr>
<td>$T_{\infty}$</td>
<td>free stream fluid temperature</td>
</tr>
<tr>
<td>$T_{\text{out}}$</td>
<td>energy-averaged particle temperature at collection ring outlet</td>
</tr>
<tr>
<td>$T_{\text{outside}}$</td>
<td>temperature at the outside side of the wall</td>
</tr>
<tr>
<td>$T_{\text{ref}}$</td>
<td>reference temperature</td>
</tr>
<tr>
<td>$\mathbf{T}_{\text{walls}}$</td>
<td>Vector with temperatures of the triangular mesh elements</td>
</tr>
<tr>
<td>$U$</td>
<td>perimeter</td>
</tr>
<tr>
<td>$v$</td>
<td>velocity</td>
</tr>
<tr>
<td>$V$</td>
<td>volume</td>
</tr>
<tr>
<td>$\mathbf{v}_{t,\text{rel}}$</td>
<td>relative tangential velocity vector</td>
</tr>
<tr>
<td>$\mathbf{V}$</td>
<td>position vector of triangle vertex</td>
</tr>
<tr>
<td>$x$</td>
<td>coordinate in cartesian coordinate system</td>
</tr>
<tr>
<td>$x$</td>
<td>general position vector</td>
</tr>
<tr>
<td>$y$</td>
<td>coordinate in cartesian coordinate system</td>
</tr>
<tr>
<td>$y_{\text{Exp}}$</td>
<td>target value of experiment</td>
</tr>
<tr>
<td>$Y$</td>
<td>Young’s modulus</td>
</tr>
<tr>
<td>$z$</td>
<td>collision frequency</td>
</tr>
<tr>
<td>$z$</td>
<td>coordinate in cartesian coordinate system</td>
</tr>
</tbody>
</table>

### Greek Symbols

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\alpha$</td>
<td>angle of repose</td>
</tr>
<tr>
<td>$\alpha$</td>
<td>heat transfer coefficient from wall to entire bed in Schlünder model</td>
</tr>
<tr>
<td>$\alpha_{\text{bed}}$</td>
<td>bed penetration heat transfer coefficient in Schlünder model</td>
</tr>
<tr>
<td>$\alpha_{\text{bed},t}$</td>
<td>instant bed penetration heat transfer coefficient in Schlünder model</td>
</tr>
<tr>
<td>$\alpha_{\text{PP}}$</td>
<td>area-specific heat transfer coefficient between two particles</td>
</tr>
<tr>
<td>$\alpha_t$</td>
<td>time-dependent total heat transfer coefficient in Schlünder model</td>
</tr>
<tr>
<td>Symbol</td>
<td>Definition</td>
</tr>
<tr>
<td>--------</td>
<td>------------</td>
</tr>
<tr>
<td>$\alpha_{\text{WP}}$</td>
<td>wall-particle heat transfer coefficient in Schlünder model</td>
</tr>
<tr>
<td>$\alpha_{\text{WS}}$</td>
<td>heat transfer coefficient in Schlünder model</td>
</tr>
<tr>
<td>$\beta$</td>
<td>rotation angle in Rodrigues’ rotation formula</td>
</tr>
<tr>
<td>$\delta$</td>
<td>particle overlap</td>
</tr>
<tr>
<td>$\delta$</td>
<td>reduction extent of ceria</td>
</tr>
<tr>
<td>$\delta_t$</td>
<td>shear vector (tangential overlap vector)</td>
</tr>
<tr>
<td>$\delta_s$</td>
<td>surface roughness of particle in Schlünder wall model</td>
</tr>
<tr>
<td>$\Delta h_{\text{R}}$</td>
<td>molar reaction enthalpy</td>
</tr>
<tr>
<td>$\Delta t$</td>
<td>time step</td>
</tr>
<tr>
<td>$\Delta t_{\text{coup}}$</td>
<td>coupling time step between DEM and separate C++ software</td>
</tr>
<tr>
<td>$\Delta t_{\text{crit}}$</td>
<td>critical time step</td>
</tr>
<tr>
<td>$\Delta x$</td>
<td>spatial discretization step</td>
</tr>
<tr>
<td>$\varepsilon$</td>
<td>emissivity</td>
</tr>
<tr>
<td>$\eta$</td>
<td>efficiency</td>
</tr>
<tr>
<td>$\gamma$</td>
<td>accommodation coefficient in ZBS model</td>
</tr>
<tr>
<td>$\lambda$</td>
<td>parameter in ray equation</td>
</tr>
<tr>
<td>$\lambda$</td>
<td>thermal conductivity</td>
</tr>
<tr>
<td>$\lambda_{\text{eff}}$</td>
<td>effective thermal conductivity of continuum</td>
</tr>
<tr>
<td>$\lambda_g$</td>
<td>thermal conductivity of interstitial gas</td>
</tr>
<tr>
<td>$\lambda_w$</td>
<td>thermal conductivity of wall</td>
</tr>
<tr>
<td>$\mu$</td>
<td>sliding friction coefficient</td>
</tr>
<tr>
<td>$\mu_R$</td>
<td>rolling friction coefficient</td>
</tr>
<tr>
<td>$\nu$</td>
<td>Poisson’s ratio</td>
</tr>
<tr>
<td>$\varphi$</td>
<td>flattening coefficient in ZBS model</td>
</tr>
<tr>
<td>$\phi$</td>
<td>azimuth angle in spherical coordinate system</td>
</tr>
<tr>
<td>$\phi$</td>
<td>bed void fraction</td>
</tr>
<tr>
<td>$\phi$</td>
<td>circumferential angle in CentRec receiver</td>
</tr>
<tr>
<td>$\Psi$</td>
<td>circularity</td>
</tr>
<tr>
<td>$\rho$</td>
<td>density</td>
</tr>
<tr>
<td>$\rho_{\text{bulk}}$</td>
<td>bulk density</td>
</tr>
<tr>
<td>$\sigma$</td>
<td>Stefan-Boltzmann constant</td>
</tr>
<tr>
<td>$\sigma$</td>
<td>standard deviation</td>
</tr>
<tr>
<td>$\theta$</td>
<td>polar angle in spherical coordinate system</td>
</tr>
<tr>
<td>$\Theta$</td>
<td>vector with rotation angles of particle</td>
</tr>
<tr>
<td>$\xi$</td>
<td>area share covered by particles in Schlünder wall model</td>
</tr>
<tr>
<td>$\xi$</td>
<td>random variable</td>
</tr>
<tr>
<td>$\xi_\alpha$</td>
<td>Random variable to determine if ray is absorbed</td>
</tr>
</tbody>
</table>

**Reoccurring Sub- and Superscripts**

- **bed** | particle bed
- **bot** | at the bottom
Nomenclature

\( d \) referred to the directional vector of the ray

Exp obtained in experiment

fluid fluid

glued on surface with glued particles on it

\( i \) general index for an element

\( j \) general index for an element

\( j \rightarrow i \) from element \( j \) to \( i \)

LR long range

max maximum

min minimum

\( n \) in normal direction

\( n \) \( n \)-th time step

\( O \) with respect to the ray origin on a sphere

out at the outlet of the collection ring of the CentRec receiver simulations

\( p \) particle

pf between particle and fluid

pp between two particles

Ps projected surface

pw between particle and wall

rad Radiation

red reduced or effective mechanical property

rel relative

S steel

sph sphere

Sim obtained in simulation

SR short range

\( * \) coarse grained

\( t \) in tangential direction

th thermal

top at the top

w wall

ww between two walls

Abbreviations

BVH Bounding Volume Hierarchy

CAD Computer Aided Design

CDT Constant Directional Torque model

CS control surface

CSP Concentrated Solar Power

DEM Discrete Element Method
<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>DOM</td>
<td>Discrete Ordinate Method</td>
</tr>
<tr>
<td>EPDS2</td>
<td>Modified Elastic Spring Dashpot model</td>
</tr>
<tr>
<td>HC</td>
<td>horizontal conveyor</td>
</tr>
<tr>
<td>IR</td>
<td>infrared</td>
</tr>
<tr>
<td>LHS</td>
<td>Latin Hypercube Sampling</td>
</tr>
<tr>
<td>LIGGGHTS®</td>
<td>Open source DEM software</td>
</tr>
<tr>
<td>MCRT</td>
<td>Monte Carlo Ray Tracing</td>
</tr>
<tr>
<td>PV</td>
<td>Photovoltaics</td>
</tr>
<tr>
<td>RPM</td>
<td>revolutions per minute</td>
</tr>
<tr>
<td>SPRAY</td>
<td>universal tool for ray tracing simulations of CSP systems in Fortran, developed at DLR</td>
</tr>
<tr>
<td>STRAL</td>
<td>solar Tower Ray Tracing Laboratory, Monte Carlo ray tracing software developed at DLR</td>
</tr>
<tr>
<td>TC</td>
<td>thermocouple</td>
</tr>
<tr>
<td>TMR</td>
<td>temperature measurement ring (in CentRec prototype receiver)</td>
</tr>
<tr>
<td>TPM</td>
<td>Thermal Particle Method</td>
</tr>
<tr>
<td>ZBS</td>
<td>Zehner-Bauer-Schlünder</td>
</tr>
</tbody>
</table>
1 Introduction

In 2016, human mankind had increased their primary energy need by a factor of 2.5 compared to 1971 and still covered the majority (81\%) of it by fossil fuels like coal, gas and oil [1]. Correspondingly, the CO$_2$ emissions from fossil fuels and industrial processes have more than doubled between 1970 and 2010 [2]. As CO$_2$ accounts for most of the greenhouse gas emissions [2], many governments desire to replace fossil fuels by renewable energy sources. However, the International Renewable Energy Agency (IRENA) states in their recent report from 2018 that this transition needs to happen six times faster than currently to fulfill the Paris Climate Agreement [3].

Regarding electricity generation, the report proposes a roadmap for 2050 with an 85\% share of renewables. Wind and solar photovoltaics (PV) are expected to provide 58\% of the electricity in this scenario. However, both technologies can only deliver intermittent and varying power. To maintain grid stability, energy storage capabilities, demand side management or flexible power generation units are required, which are also renewable in a best case scenario. Promising candidates for countries with a high direct solar irradiation are concentrated solar power (CSP) plants equipped with a thermal storage unit [4]. Figure 1.1 shows a tower system, where the sun rays are concentrated on a central receiver by heliostats. In this receiver a heat transfer medium is heated.
and later releases its heat in a steam generator to drive a steam cycle. Tanks enable the storage of the hot heat transfer medium, so that steam can be produced in off-sun hours and the plant can continue to operate. While the integration of electricity storage units in a plant usually increases the costs, the thermal storage in a CSP plant decreases the electricity generation costs by increasing the capacity factor\(^1\). Since a CSP plant has a steam turbine like a conventional power plant, it can help to control the grid frequency in the same manner like these plants. These characteristics assure CSP a place in the electricity systems scenarios: the IRENA roadmap foresees a share of 4\% on the worldwide electricity generation provided by CSP \(^3\). With current costs as low as US$0.07 per kWh and learning rates\(^2\) above 20\% \(^6\), it is more and more economically viable to replace fossil fuel base load technologies by CSP, especially as fossil fuels are expected to become more expensive due to fuel shortage in the future.

To meet the climate goals, the transportation sector has to undergo a significant transformation as well \(^3\). Here concentrating solar systems can provide high temperature process heat for the production of biofuels \(^7\), hydrogen \(^8\,\, 9\) or synthetic fuels produced via the Fischer-Tropsch process \(^10\). Besides the fuel production, there are numerous other industrial processes in which concentrating solar systems can provide high temperature heat and replace fossil fuels. Examples are steam generation, aluminum recycling \(^11\), coal gasification \(^12\) or lime production \(^13\).

In many of these solar driven processes, granular or particulate material needs to be treated, for example biomass, shredded metal, coal or limestone. Aside from these inherently particulate processes, particles are an emerging heat transfer medium for the aforementioned central receiver CSP plants for electricity generation \(^14\) and appear as redox material in solar thermochemical processes for solar fuel production \(^15\,\,16\).

The designs of corresponding solar particle receivers, which are the devices capturing the concentrated sunlight, are essentially different from designs employing fluids. This is due to the special flow behavior of particulate media and the different thermal characteristics particles have compared to fluids. Often the designs are inspired by ones from other industries, so that adapted fluidized beds, rotary kilns, horizontal conveyors or moving beds can be found as solar particle receiver designs.

\(^1\)The capacity factor is the ratio between actual electricity generation per year and the generation as if the plant would have run at rated power continuously
\(^2\)The learning rate in this context is defined as the ”investment cost reduction for each doubling of installed capacity” \(^6\)
1.1 Research Questions and Objective

To be able to model the thermal phenomena in such a solar particle receiver, it is crucial to describe the particle motion accurately. Especially in vacuum environments, as proposed in concepts for solar thermochemical fuel production, heat transfer between particles is greatly reduced so that the convective heat transport by particle motion is essential. However, most current models treat the particles as a continuous phase and can only inaccurately describe this particle motion. As a result an important aspect for the design of particle receivers, the heat transfer to and between the particles, is difficult to estimate and often remains an open question for many different receiver types.

The Discrete Element Method (DEM) is considered to describe the particle motion better than the continuum methods. The method has been applied extensively in the field of particle technology for more than a decade and has become an established approach [17]. Especially for dense particle flows, like in moving bed solar receivers or heat exchangers, the interaction between particles is important and the method is clearly superior to others [18]. However, it was not used for particle receivers before 2016. Due to this and the fact that the method is in general mostly applied to cold particle flows, there is a lack of heat transfer models needed for the simulation of a solar particle receiver [18]. All DEM studies of solar receivers in literature either did not include heat transfer at all [18–21], neglected radiation [22] or used the ANSYS model with several limitations, for example with no conductive particle-particle heat transfer [23–26]. Additionally, in all studies arbitrary parameters for the contact force models were used, probably because there are no parameter sets available for particles envisaged in solar receivers.

The objective of this work is to provide all necessary models and parameters to enable the DEM simulation of a solar particle receiver with heat transfer, including radiation. In particular, the pressure influence on the heat transfer should be included to be able to describe heat transfer under vacuum conditions. To accomplish this, the open-source DEM software LIGGGHTS® [27] is extended by a particle-particle heat transfer model, which is based on the Zehner-Bauer-Schlünder (ZBS) continuum model and which includes a temperature and pressure dependence. Additionally, a separate program performing ray tracing, particle-wall conductive heat transfer and interior wall heat transfer is written and coupled to the extended LIGGGHTS® code.

The thesis starts with a review of particle receiver designs and models in section 2. In chapter 3 the fundamentals of the Discrete Element Method are presented and the choice of existing models and settings is discussed. This refers to mechanical models; with respect to heat transfer, an overview of existing models is given and their weaknesses concerning the simulation of so-
lar particle receivers are identified. Addressing these shortcomings, new heat transfer models are developed and described in chapter 4. In chapter 5 a methodology to calibrate contact model parameters by a number of particle flow experiments is developed and parameter sets for five different kinds of particles envisaged in solar receivers are obtained. The model approaches presented in chapter 4 are tested and validated in chapter 6. For the inter-particle conduction model, first the proposed relation between the thermal conductivity of the continuum and the discrete inter-particle conductivity is checked for validity. Then, the applicability of the ZBS continuum model under vacuum conditions and high temperatures is proven in a vacuum receiver experiment in the DLR High-Flux Solar Simulator. For the radiation model, the Monte Carlo ray tracing is validated by several test cases and by comparison to a simpler model; the particle-wall model by replicating a test case from literature and the interior wall model by comparison to a test case with an analytic solution. Finally the model is applied to the CentRec receiver prototype in chapter 7 to demonstrate the feasibility and to point out the method’s power to describe experimental findings which could not be covered before. The findings are summarized and an outlook is given in chapter 8.
2 Review of Solar Particle Receiver Designs and Models

2.1 Solar Particle Receivers

Solar receivers in which granular media is heated by means of concentrated solar radiation are called solar particle receivers. In the following it is explained why they are considered for solar thermal power generation and for solar thermochemical fuel production. An overview on particle receiver designs is given.

2.1.1 Power generation

According to the SolarPaces CSP database [28], the vast majority of solar power towers for electricity generation currently use either water or molten salt as heat transfer medium. The latter is found in almost all plants under construction and therefore can be considered as state of the art. However, this molten nitrate solar salt, mostly a mixture of 60% NaNO₃ and 40% KNO₃, has low thermal conductivity, is corrosive, requires trace heating due to its high melting point of 290°C and has an upper temperature limit of 580°C [29]. This is why other heat transfer media are investigated, among them halide and carbonate salts, air, liquid sodium or liquid metals like lead-bismuth [14].

Another promising heat transfer medium are ceramic particles, which have several advantages:

- **Very high temperature range possible.** Modern, commercially available steam turbines are designed for steam temperatures up to 650°C at the inlet and 670°C for reheat (General Electric STF-D1050 [30]), while turbines operating above 700°C are under development [31]. With the higher temperatures comes greater efficiency of the steam cycle. While these advancements in steam turbine technology cannot be used with currently available solar salt, ceramic particles can withstand temperatures above 1000°C without decomposition or corrosion [14]. With these temperatures, a Brayton cycle with gas temperatures above 1000°C could be driven as well [32]. Even for steam power plants it is beneficial to heat
the particles to temperatures around 1000°C, thus allowing to decrease the size of the storage unit and steam generator, which in turn lowers the levelized costs of electricity [33].

- **Low Price.** Most particle receiver concepts for power generation propose to use bauxite proppants, which come from the fracking industry and are produced in large amounts, making them cheaply available for about 1US$/kg [34]. Sand, which is also considered in some concepts [35, 36], would be even cheaper. Ho [34] states that both the receiver and the storage will be cheaper for particle receiver systems than for other technologies.

- **Direct irradiation.** Molten salt, steam or liquid sodium is heated in tubular receivers, whose tubes are irradiated by solar radiation. Overheating of these tubes is a serious problem in these receivers [37, 38], thus restricting the maximum allowed solar flux density on their surface. The necessary temperature difference over the tube wall is an exergy loss. In contrast, particles can be irradiated directly with basically unlimited flux density. This results in smaller receiver sizes and therefore less reradiation, convection and conduction losses, so that a very high receiver efficiency can be reached.

- **Storage.** Bauxite proppants have a density of 3560 kg m$^{-3}$ [39] and a heat capacity of 1184 J kg$^{-1}$K$^{-1}$ at 560°C [40]. Compared with solar salt having a density of 1731 kg m$^{-3}$ and a heat capacity of 1557 J kg$^{-1}$K$^{-1}$ at this temperature [41], this gives a similar volumetric heat capacity if a particle bed void fraction of 0.4 is assumed (2.53 MJ m$^{-3}$K$^{-1}$ for bauxite particles and 2.70 MJ m$^{-3}$K$^{-1}$ for solar salt). However, if one takes into account the wider temperature spread possible with particles, the volume of the storage can be even smaller than for molten salt. Additionally, due to the missing corrosion, the tanks for the particles can be built from cheaper materials [34].

- **Non-corrosive and non-hazardous.** Bauxite or sand particles are not as corrosive as molten salt or especially as halide salts or lead-bismuth mixtures [14]. Moreover, there are no safety issues with these particles unlike with liquid sodium [29].

- **No solidification.** When using molten salt, liquid sodium or liquid metal, trace heating is necessary to avoid solidification. This is not needed for particles.

The potential of particles as heat transfer medium in solar thermal power plants was already seen by researchers in the early 80s and several particle
receivers for power generation have been proposed and tested since then. A classification is given in table 2.1.
### Table 2.1: Particle receiver concepts for power generation

<table>
<thead>
<tr>
<th>Receiver type</th>
<th>Advantages</th>
<th>Drawbacks</th>
<th>Ref.</th>
</tr>
</thead>
<tbody>
<tr>
<td>falling film</td>
<td>• scalable</td>
<td>• low residence time</td>
<td>43 [58]</td>
</tr>
<tr>
<td></td>
<td>• no moving parts</td>
<td>• particle loss</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>• ambient air entrainment, convective losses</td>
<td>42 [42]</td>
</tr>
<tr>
<td>obstructed flow</td>
<td>• increased residence time</td>
<td>• wear on obstructions</td>
<td>[18 [20], 59 [62]</td>
</tr>
<tr>
<td></td>
<td>• less wind influence and ambient air entrain-</td>
<td>• higher complexity and cost than falling film</td>
<td></td>
</tr>
<tr>
<td></td>
<td>ment</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>• less particle loss</td>
<td></td>
<td></td>
</tr>
<tr>
<td>enclosed</td>
<td>• no particle loss</td>
<td>• wall as additional heat transfer resistance</td>
<td>[63 [66]</td>
</tr>
<tr>
<td></td>
<td>• controlled atmosphere, no ambient air entrain-</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>ment</td>
<td>• flux limitations</td>
<td></td>
</tr>
<tr>
<td>fluidized particles</td>
<td>• very good heat transfer</td>
<td>• particles are usually not heat transfer fluid</td>
<td>[23 [26], 67 [80]</td>
</tr>
<tr>
<td></td>
<td>• good residence time</td>
<td>• parasitic losses</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>• complexity</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>• scalability</td>
<td>[63 [64], 81 [83]</td>
</tr>
<tr>
<td>enclosed</td>
<td>• no particle loss</td>
<td>• parasitic losses</td>
<td></td>
</tr>
<tr>
<td></td>
<td>• scalability</td>
<td>• complexity</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>• flux limitations</td>
<td></td>
</tr>
<tr>
<td>centrifugal</td>
<td>• controlled residence time</td>
<td>• parasitic losses</td>
<td>[40 [84], 85 [85]</td>
</tr>
<tr>
<td></td>
<td>• high flux and temperatures</td>
<td>• complexity</td>
<td></td>
</tr>
<tr>
<td></td>
<td>• walls entirely covered by particles</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>• high efficiency</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
After Flamant published his dissertation about the first fluidized particle receiver in 1978 [67], this type of receiver was one of the first to be investigated, especially in France [69, 71], but also in the US [68] and few years later in Germany [72, 73]. Due to its excellent heat transfer but also mass transfer characteristics this receiver has also been seen in context with chemical processes, historically [67, 86] but also today [24, 26, 79]. For power generation, both direct absorption designs [74, 75, 78] and enclosed designs [83] are currently investigated. In many prototypes, particles are just used to enhance the heat transfer to air, which is in fact the actual heat transfer medium, so that the storage advantage of particles is not exploited. The reason might be the complexity of the system, which is a challenge beside the reduction of parasitic losses generated by the blowers.

Apart from the fluidized particle receivers, research organizations (mainly from the US) focused on falling film particle receivers in the 80s [43–50]. In this concept a particle curtain is directly irradiated. The comparatively simple and cheap design allows scale-up to large dimensions. The drawback is the very short falling time of the particles, so that they cannot be heated to high temperatures unless they have a very small diameter in the range of 0.1 mm and the particle film is not too thick, which can be seen from straightforward energy balances. With small particles though, the convection losses increase and additionally particles can be blown out of the receiver [52]. To reach higher temperatures, concepts with recirculating particles within the receiver were proposed [54, 55].

Another way to increase the residence time of the particles are obstructions, which should slow down the particle flow, like porous foams [61], wire-mesh screens [18–20], hexagonal tubes [22, 65] or chevron-shaped mesh structures [53, 62, 87]. The latter are depicted in figure 2.1. The obstructions also lower the convection losses, since they greatly reduce natural convection by decreasing the Grashof number and because they impede forced convection by wind. Particle loss is expected to be smaller than in the falling film receiver. As visible in figure 2.1(b), overheating of the obstructions and mechanical wear are a problem. In other designs, obstructions and walls create an enclosed space for the particles, which are therefore not directly irradiated by solar radiation, but are heated through the irradiated enclosing structure [65, 88]. This implies an additional heat transfer resistance through the walls, but eliminates particle loss and can further increase the residence time.

The centrifugal particle receiver (CentRec) was patented 2010 by DLR researchers [89], tested in a solar simulator [90] and recently also in larger scale (300 kW) at the solar tower in Jülich, Germany. Figure 2.2 shows the installation of the receiver at the tower in Jülich and the working principle. The particles are fed into a rotating drum via a feeding cone and accelerated to
such a degree, that the centrifugal force overcomes the gravitational force and a particle film is formed on the drum walls. The rotation axis is inclined, so that the gravity force partly acts in the axial direction. By adapting the rotation speed, the residence time and film thickness can be adjusted. Since the particles cover the cavity walls, very high flux and temperatures above 1000°C are possible. The convection losses are reduced by the inclination of the receiver [40, 91, 92]. In addition, the aperture is relatively small due to the high incoming flux density, which also reduces the convection losses, but in particular the radiation losses. This results in possible thermal receiver efficiencies around 90% [40]. The main drawbacks are parasitic losses and the complexity of the design. The receiver is a central research topic at DLR at the moment and is going to be tested in upcoming projects and in larger scale.

2.1.2 Fuel production

Many of the aforementioned particle receiver types are also proposed for solar fuel or hydrogen production, in particular for so called solar thermochemical redox cycles. In these cycles, in the first step a metal oxide is reduced in an endothermic reaction driven by concentrated solar energy:

\[
\text{MO}_{\text{ox}} \rightleftharpoons \text{MO}_{\text{red}} + \frac{1}{2}\text{O}_2.
\]  

(2.1)

In the second step, the reduced metal oxide is oxidized by water, carbon dioxide or both and respectively hydrogen, carbon monoxide or a mixture of them,
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(a) Working principle
(b) CentRec500 installation at solar tower Jülich

Figure 2.2: Centrifugal Particle Receiver (CentRec)

Syngas, is produced in a slightly exothermic reaction:

\[
\text{MO}_{\text{red}} + \text{H}_2\text{O} + \text{CO}_2 \rightleftharpoons \text{MO}_{\text{ox}} + \text{H}_2 + \text{CO} \quad .
\] (2.2)

Syngas can be further processed to synthetic fuels via the Fischer-Tropsch synthesis [10]. According to Le Chatelier’s principle, the reduction extent during the reduction reaction (2.1) is increased by high temperatures and by low oxygen partial pressure. To obtain the latter, either a purge gas [93] or a vacuum [16, 94, 95] can be used. During the oxidation reaction, lower temperatures and a higher pressure are favorable. This means that the redox material needs to be cycled between two thermodynamic states with different atmospheres and temperatures. The optimal temperature difference depends on the redox material and other process design choices, but has the order of several hundred Kelvin [96] and heat recovery between the two steps is essential to obtain high efficiency [9].

These process characteristics let the requirements for the solar receiver differ in some aspects compared to receivers for power generation. First, there is the need for higher temperatures (above 1400°C in the case of ceria, the most commonly used redox material to date [10, 97]), which exceed the limits of steel, requiring the interior of the receiver to be made of ceramics. Second, there is the need to control the atmosphere, which complicates the receiver construction, especially when using vacuum. Third, the redox material needs to be cycled between two temperatures and heat recovery must be realized. So far, this led to designs with redox material in the shape of porous monoliths [98, 99], reticulated foams [94], honeycombs [100] or rotating rings [101, 102]. Since in the latter the redox material is moving, continuous operation...
and heat recovery by radiative transfer could be realized. If the redox material is fixed, both the reduction and oxidation needs to happen in the same location. This requires the change of gas flows and temperature, so that the receiver-reactor has to be operated in a batch mode. Heat recovery is difficult in these designs. Having the redox material in particulate form brings several advantages aside from the storage possibility and high temperatures already mentioned for power generation:

**Continuous operation.** The particles can be moved in a cycle instead of cycling the gas flows and temperatures. This allows a continuous operation of the reduction and oxidation at different locations; the respective reactors can be designed and sized according to the needs of the respective step, for example the oxidation reactor can be made out of steel as an enclosed device, so that radiation losses are avoided.

**Less thermal shock and less thermally induced tension problems.** Due to the continuous operation, the receiver structure stays at fairly the same temperature once the system is in operation. In contrast, batch receivers undergo periodic temperature swings, which induce thermal tension. In continuously operating particle receivers, only the redox material itself experiences high thermal shocks. However, as the material is in particulate form, the effects are way less severe as for large blocks like in the CR5 rotating ring receiver, where thermal tension caused serious problems [102].

**Avoidance of temperature hysteresis.** If the redox material is a large solid structure, bringing it to a uniform temperature in a reasonable time is nearly impossible and parts of the redox material are below or above the desired temperature. This strongly affects the reduction extent due to its nonlinear dependence on temperature and therefore also affects the efficiency. Parts of the redox material can differ in reduction extent by an order of magnitude [103]. In contrast, particles in the sub-millimeter scale can be heated to uniform temperature within a few seconds [104].

**Replacement of redox material.** The performance of the redox material itself is crucial for the process to be competitive [105]. With particulate media, it is possible to easily change the redox material in an existing receiver when a better redox material is available.

These advantages encouraged investigation of particle receivers for solar thermochemical redox cycles, including fluidized particle receivers [106–108] and the falling film receiver [109]. Besides these types, which are known from power generation, other concepts like gravity-driven inclined plate receivers [32,110]
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have been developed. Ermanoski et al. suggested a new, innovative vacuum reactor concept where a packed bed of particles serves as a pressure separation between the different steps of the cycle [15]. It was shown that cascading pressures are advantageous for the reduction step [95]. The concept was realized in the Solar Thermochemical Hydrogen Production Research Project (STCH) of the Department of Energy (DoE) of the United States. The key component, a patented [111] vacuum particle receiver-reactor designed by DLR, is shown in figure 2.3. In this receiver, the particles are transported on an oscillating conveying plate into a cavity, where they are directly irradiated by concentrated radiation entering through the aperture below a dome-shaped quartz window. The mass flow on the plate is controlled by a linear actuator and the oxygen released during the reduction is removed through a port by a vacuum pump. The design allows controlling the residence time and the particle layer thickness very accurately, which is hardly the case in a gravity-driven inclined plate receiver.

2.1.3 Heat Transfer to the Particles as a Limiting Factor

The described vacuum receiver of the STCH project in figure 2.3 is an example of a receiver where the heat transfer to the particles might be a limiting factor.
If the particle layer on the conveying plate in the receiver is assumed to have the conductivity of a packed bed, figure 2.4 shows that the conductivity is very low, in particular under vacuum conditions. At both the design pressures of the two receivers in the project (1000 and 25 Pa), the effective thermal conductivity of a packed particle bed is an order of magnitude lower than at ambient pressure. An 1-D heat transfer model of the bed coupled to a 3D-radiation model of the cavity showed this can indeed be a limiting factor, even though the particle layer has a thickness of just a few millimeters. However, a definite conclusion could not be drawn, as the effect of convection by particle motion in the bed is expected to have a significant impact but at the same time it is hard to predict. Only some extreme cases could be investigated. In this sense the treatment of the thin particle layer as a packed bed is conservative,
since the void fraction will be higher in reality and radiation will penetrate easier into the thin layer than into a dense packed bed. Details of the model are published by the author of this thesis in [16].

In another concept for solar thermochemical fuel production, inert particles are heated in a solar receiver and then mixed with reactive particles in a vacuum reactor to exchange heat [113, 115]. The reactive particles are reduced and after exiting the reactor they are separated from the inert particles by sieving. An arrangement of multiple stages of these particle-mix reactors can emulate a counter-current flow heat exchanger and heat recuperation can be realized, which is essential for high system efficiency [9]. Felinks found in his dissertation that even under ambient conditions heat transfer from the inert to the reactive particles is a limiting factor, so that the quality of the mixture is very important. Due to the reduced thermal conductivity, the mixing is even more important for the operation under vacuum conditions.

These are two examples for the immense impact of the particle motion on the heat transfer in particle receivers. Unless very thin particle layers are irradiated, convective heat transport by particle motion is crucial for sufficient heat transfer to the particles. The attempts to model the motion and the heat transfer in particle receivers are reviewed in the following.

\section{2.2 Models for Solar Particle Receivers}

As explained in the previous section, the correct representation of the particle motion is a necessary prerequisite for an accurate thermal description of solar particle receivers. Existing models for particle receivers were reviewed and grouped in table 2.2 by the way the particles are treated. In the first group of models, the particles as a bulk have \textit{prescribed positions and velocities}, given by explicit equations. In some cases these equations are just definitions of the particle position since the focus was not on particle motion [40], in other cases they are empirical correlations for the specific case [32, 55]. The particle motion calculation is very fast and therefore whole system simulations can be performed in a reasonable time. However, the models are only valid for a very specific case and are often based on a lot of assumptions, which not always hold in reality. In case of the falling film receiver for example, experiments show that the particle curtain affects the fluid velocity, so that the particles in the curtain fall faster than a single, isolated particle [58]. In the model of Röger et al. [55] this effect is not covered, as described by Gobereit [58].

This is why she and many other researchers [51, 54, 56, 58, 109, 116, 121] use a \textit{dispersed phase model} for the falling film receiver; mostly the commercial
software ANSYS was used where the model is called discrete phase model. In this Euler-Lagrange model the motion of each particle is described by a force balance on the particle, which includes the force coming from an eulerian fluid field. A two-way coupling allows the inclusion of the aforementioned reduced drag effect in the falling film receiver. Convective heat transfer can also be investigated by heat source terms for the eulerian phase and the particles, which are calculated by Nusselt number correlations. As the model does not capture particle-particle interactions, it is limited to dilute particle flow; the ANSYS documentation states a maximum particle volume fraction of about 10%.

Particle receivers with higher particle volume fraction like fluidized bed or obstructed flow receivers as well as a moving bed particle heat exchanger have been addressed by the so called two-fluid or Euler-Euler approach, in which the particles are treated as an *Eulerian phase*. This means it is modeled as a continuum by Navier-Stokes equations, which are modified to mimic granular behavior. As the model inherently has no discrete nature, it performs good if the particles behave similar like a fluid, but it can hardly describe typical granular phenomena like bridge building, for example.

*Discrete Element* methods (DEM) cover these effects well, as they provide a more accurate physical description of the granular flow. Similar to the *disperse phase model*, a force balance is applied to each particle, but this time also the interactions between particles are included. They are described by spring-dashpot models, which require a small time step, so that the method is computationally expensive. However, only a few microscopic parameters are needed and once these are found, the method can be applied to all sorts of granular flow problems, while mostly giving superior results than other models. Hence it is often used for the validation of continuum models, as it was done in the first DEM study of a solar receiver performed by Morris et al. in 2016 [22]. While Morris et al. investigated an enclosed obstructed flow receiver, Zanino et al. presented a preliminary DEM study of a falling film receiver in the same year [21]. Starting in 2017, Bellan and colleagues published multiple DEM studies of a fluidized bed receiver [23][26]. They used the DEM parcel approach of the ANSYS software, in which the parcels represent a group of particles. Recently, Sandlin compared the Euler-Euler two-fluid model with the DEM for an obstructed flow receiver with wire-mesh screens in his dissertation [18] and published two papers in 2018 where he focused on the influence of input parameters [19][20]. It was concluded that the DEM performed better than the Euler-Euler model, which could be expected for a flow through wire-mesh screens as close to the mesh the particle flow does not behave like a fluid. Beside for solar receivers, the DEM is also used in another solar thermal context: for the calculation of thermal stresses in heat storage...
2.2 Models for Solar Particle Receivers

In summary, the DEM can be considered the most accurate method to describe the particle motion in the receiver. The fact that there was no publication at the beginning of this thesis in which it had been applied to solar particle receivers gave rise to further investigate it. This view is confirmed by the recent publications of other researchers on such topic. The method is expected to give new insights and be able to tackle previously unsolvable modeling problems. In the next chapter, its fundamentals will be outlined and the choice of methods and models in scope of solar particle receiver modeling is discussed.
Table 2.2: Particle treatment in solar particle receiver models

<table>
<thead>
<tr>
<th>Particle representation</th>
<th>Characteristics</th>
<th>Receivers modeled in literature</th>
</tr>
</thead>
<tbody>
<tr>
<td>Prescribed positions or velocities</td>
<td>Particle phase is assumed to be a continuum and position or velocity is given by correlations or analytic expressions</td>
<td>Falling film [55], centrifugal [40], inclined plate [32], [110]</td>
</tr>
<tr>
<td>Dispersed Phase</td>
<td>Low particle volume fraction (&lt;10%), no particle-particle interaction, lagrangian description of particle motion by force balance on each particle or particle parcels, coupling with eulerian fluid phase</td>
<td>Falling film [51, 54, 56–58, 109, 116–121], entrained flow [106], recirculating particles [78]</td>
</tr>
<tr>
<td>Eulerian Phase (granular fluid)</td>
<td>Eulerian particle phase shares grid cell with fluid phase; separate, but fluid-like momentum, energy and mass balance equations; artificial pressure of particle phase derived from kinetic theory; coupling between the two phases by exchange terms</td>
<td>Fluidized bed [77, 122–124], Obstructed flow [18–20, 22, 60, 61, 65], Moving bed heat exchanger [125]</td>
</tr>
<tr>
<td>Discrete Elements</td>
<td>Most physical representation. Lagrangian force balance on discrete particles or particle parcels. Particle-particle interaction by microscopic contact models. Coupling to eulerian fluid by averaging and mapping properties to a grid cell</td>
<td>Fluidized bed [23–26 (parcels), obstructed flow [22 without heat transfer: Falling film [21], obstructed flow [18–20]</td>
</tr>
</tbody>
</table>
3 The Discrete Element Method


In this chapter the fundamentals of the Discrete Element Method (DEM) are given. The selection of established model approaches is discussed. In addition, an overview of existing heat transfer models is provided in preparation for the heat transfer model development in chapter 4.

3.1 Equations of Motion

The DEM is a lagrangian approach. Each particle is tracked individually by solving its equations of motion, which are the force

\[ m_i \ddot{s}_i = \sum_{j=1}^{N_{\text{con}}} F_{j \rightarrow i, n} + \sum_{j=1}^{N_{\text{con}}} F_{j \rightarrow i, t} + m_i g + F_{i, \text{fluid}} \]  

(3.1)

and torque

\[ \bar{I}_i \ddot{\Theta}_i = \sum_{j=1}^{N_{\text{con}}} r_{ij,c} \times F_{j \rightarrow i, n} \]

(3.2)

balances in each direction \[27, 129\]. The forces are visualized in figure 3.1. In the balance equations, \(m_i\) denotes the mass of particle \(i\), \(s_i\) its position vector, \(\bar{I}_i\) its inertia tensor and \(\Theta_i\) a vector with its angles to the coordinate axes. The
forces acting on a particle are the sum of the normal and tangential contact forces \( \sum \mathbf{F}_{j \rightarrow i, n} \) and \( \sum \mathbf{F}_{j \rightarrow i, t} \), gravity \( m_i \mathbf{g} \) and in case a fluid is present the force from the fluid on the particle \( \mathbf{F}_{i, \text{fluid}} \). In this work gravity is the only body force; in other contexts, also other ones like electrostatic or magnetic forces could be present. The fluid interaction force \( \mathbf{F}_{i, \text{fluid}} \) is neglected for the DEM simulations in this thesis as no cases with forced fluid flow are considered and the magnitude of this force is assumed to be small. In other cases though, \( \mathbf{F}_{i, \text{fluid}} \) can be the dominating force, for example in fluidized beds.

In the torque balance, \( \mathbf{r}_{ij,c} \) is the vector from the center of the particle to the point of contact force application (contact point with particle \( j \)). For spherical particles, only the tangential force component \( \mathbf{F}_{i, t} \) can exert a torque on the particle, since the normal component goes through the center of gravity. The same is true for fluid forces. Rolling friction is taken into account with the term \( \mathbf{M}_{i,R} \).

In this thesis the calculation of the individual forces and moments was performed in the open source DEM software LIGGGHTS®, which is a derivate of the molecular dynamics software LAMMPS [130]. The software is available for no charge, can be modified without restrictions, has a good documentation, an active user base and good parallel performance. In addition it can be coupled to the CFD software OpenFOAM, which is used by other researchers at DLR so that special models for solar receivers could potentially be utilized. The open source nature allows a precise documentation of the models, which will
be done in the following. Even though some implementation details might be specific for this software, the described models are not and they may be found in other DEM codes as well.

3.2 Contact Force Model

To compute the contact forces, the particles are allowed to overlap as depicted in figure 3.2. The resulting force is modeled by a spring for the elastic and a damper for the dissipative part of the contact. Thus the force $F_{j\rightarrow i,n}$ in normal direction $e_n$ is

$$F_{j\rightarrow i,n} = [k_n\delta_n - c_n v_{n,rel}] e_n$$

where $\delta_n$ denotes the normal overlap and $v_{n,rel}$ the relative normal velocity of the two particles $i$ and $j$ in contact. In a linear viscoelastic or linear spring dashpot (LSD) model the spring stiffness $k_n$ and the damping parameter $c_n$ do not depend on the overlap $\delta_n$. This allows to analytically solve for the collision time and the restitution coefficient, which are independent of the impact velocity in this model [131, 132]. In non-linear viscoelastic models, the spring stiffness $k_n$ and the damping parameter $c_n$ are themselves functions of the normal overlap $\delta_n$. They are usually derived from Hertzian theory of elastic contact and hence predict a more realistic collision time than the linear viscoelastic model. This could potentially be relevant for later heat transfer simulations, so that the nonlinear Hertz model of Tsuji et al. was selected in this work [133]. In the model the spring stiffness $k_n$ is itself a function of the normal overlap:

$$k_n(\delta_n) = \frac{4}{3} Y_{red} \sqrt{R_{red} \delta_n}$$

(3.4)

The damping parameter is also a function of the overlap, it scales with $\delta_n^{\frac{3}{4}}$ and according to Antypov and Elliott it is connected to the restitution coefficient $e$ [134]:

$$c_n(\delta_n) = -2 \sqrt{\frac{5}{6}} \frac{\ln(e)}{\ln^2(e) + \pi^2} \sqrt{m_{red} 2Y_{red} \sqrt{R_{red} \delta_n}}$$

(3.5)

The equations for the reduced or “effective” Young’s modulus $Y_{red}$, the reduced particle radius $R_{red}$ and reduced particle mass $m_{red}$ are documented in appendix A.1. To better see the nonlinear behavior in $\delta_n$, one can rewrite equation (3.3) with the new constants $\tilde{k}_n$ and $\tilde{c}_n$:

$$F_{j\rightarrow i,n} = [\tilde{k}_n\delta_n^{\frac{3}{2}} - \tilde{c}_n\delta_n^{\frac{3}{4}} v_{n,rel}] e_n$$

(3.6)
For the tangential force component \( \mathbf{F}_{j 	o i,t} \) the "tangential history model" was selected in LIGGGHTS®. According to the documentation, it originates from publications of Di Renzo and di Maio [135, 136], Ai et al. [137], Brilliantov et al. [138], Schwager and Pöschel [139], Silbert et al. [140] and Zhang and Makse [141]. In the model the shear vector \( \mathbf{\delta}_t \) is defined as the sum of the incremental displacements since the initial contact at time \( t_{c,0} \) given by the relative tangential velocity at the contact point \( \mathbf{v}_{t,rel} \) and the time increment \( dt \):

\[
\mathbf{\delta}_t = \int_{t_{c,0}}^{t} \mathbf{v}_{t,rel} dt .
\] (3.7)

From that, the tangential contact force is calculated according to

\[
\mathbf{F}_{j \to i,t} = \begin{cases} 
-k_t \mathbf{\delta}_t - c_t v_{t,rel} & \text{if } k_t |\mathbf{\delta}_t| \leq \mu |\mathbf{F}_n| \\
-\frac{\mathbf{\delta}_t}{|\mathbf{\delta}_t|} \mu |\mathbf{F}_n| & \text{if } k_t |\mathbf{\delta}_t| > \mu |\mathbf{F}_n| \text{ (sliding)}
\end{cases}
\] (3.8)

where \( \mu \) denotes the sliding friction coefficient between the materials. During sliding, the tangential displacement vector is rescaled to have a magnitude of

\[
|\mathbf{\delta}_t|_{\max} = \frac{\mu |\mathbf{F}_n|}{k_t} .
\] (3.9)
3.3 Particle Shape and Rolling Friction Model

The tangential spring stiffness $k_t$ and the tangential damping parameter $c_t$ are again functions of the normal overlap $\delta_n$:

$$k_t = 8G_{\text{red}} \sqrt{R_{\text{red}} \delta_n} \quad (3.10)$$

$$c_t = -2 \sqrt{\frac{5}{6}} \frac{\ln(e)}{\ln^2(e) + \pi^2} \sqrt{m_{\text{red}} k_t} \quad (3.11)$$

The formula for the reduced shear modulus $G_{\text{red}}$ is found in appendix A.1.

The description of the tangential history model in equation (3.8) slightly differs from the usually cited equation given by Kloss et al. [27], because it more precisely describes the actual implementation in LIGGGHTS® 3.8.0. In case of small shear $|\delta_t|$ and high relative tangential velocity $|v_{t,\text{rel}}|$, the actual implementation allows $|F_{j \rightarrow i, t}|$ to exceed $\mu |F_n|$, while in the documentation it is stated otherwise.

3.3 Particle Shape and Rolling Friction Model

In the vast majority of practical applications, particles are no perfect spheres and vary in dimensions. The shape can be accounted for in the DEM, for example by polyhedrons, by continuous function representations like ellipsoids or superquadrics or by composite particles consisting of simple geometries like spheres of different sizes [142]. However, these methods require more computational resources than the single sphere representation, because usually the contact detection is more difficult (i.e. nonlinear equations must be solved for superquadric particles) or the number of elements increases significantly (in case of the multi-sphere method) [143]. Therefore it is in many cases a good practice to model each particle by a perfect sphere. This will be done throughout this thesis, because the considered particles have a high sphericity which will be seen in section 5.1. The diameter of the spheres could be different to mimic the particle size distribution of the real particles, but in this work mono-sized spheres are used and the diameter is set to the mean Sauter diameter of the real particles. This reduces the number of particles and allows more efficient contact detection [144], so that it lowers the simulation runtime. One weakness of the perfect sphere representation is that spherical particles will roll substantially easier than the real, nonspherical particles. A rolling friction model tries to compensate for this effect by applying an artificial rolling friction.

---

1In practice, $v_{t,\text{rel}}$ often does not change direction much during the contact, so that $|\delta_t|$ increases with $|v_{t,\text{rel}}|$ according to equation (3.7). This and the small time step lead in most cases to only a marginal difference to the description of Kloss et al. [27] and $|F_{j \rightarrow i, t}|$ can only slightly exceed $\mu |F_n|$.
friction torque $\mathbf{M}_R$ on the particle. LIGGGHTS® offers four different rolling friction models. The modified elastic-plastic spring dashpot (EPSD2) model was chosen in this thesis after some initial tests with angle of repose simulations, which showed creeping bulk behavior for the constant directional torque (CDT) model, as reported in the literature. The name of the EPSD2 model is misleading, because in the modified version in LIGGGHTS® there is no dashpot part like in the original model, but only the spring part. The rolling friction is calculated by the numerical integration of

$$\dot{M}_R = -k_R \dot{\Theta}_{\text{rel}}$$

with the torsional spring stiffness

$$k_R = k_t (R_{\text{red}})^2$$

and the relative rotation of the contact partners $\Theta_{\text{rel}}$. The variable $R_{\text{red}}$ is the reduced particle radius (see appendix A.1). As the artificial torque is equivalent to a tangential force for a spherical particle, it is reasonable to limit it in a similar way as the tangential force in the contact model described in chapter 2.1:

$$|\mathbf{M}_R| \leq \mu_R R_{\text{red}} |\mathbf{F}_n|.$$  

In the EPDS2 model the rolling friction coefficient $\mu_R$ hence only affects the maximum possible rolling friction torque. Below this limit, it is only influenced by the stiffness of the particles via $k_t$ and by the relative angular velocity $\dot{\Theta}_{\text{rel}}$.

### 3.4 Contact Detection

So far the forces and torques on contacting particles have been described, but one needs to know which particles are in contact to each other in the first place. In general, the condition for a particle $i$ with radius $R_i$ and position $\mathbf{s}_i$ to be in contact with particle $j$ with radius $R_j$ and position $\mathbf{s}_j$ is

$$|\mathbf{s}_i - \mathbf{s}_j| \leq R_i + R_j.$$  

One could check all particles against each other, but this is computationally very costly as it would scale with the square of the particle number. A better way is to build neighbor lists, which contain the IDs of particles in the vicinity of a particle. They are constructed in specified time intervals by dividing the simulation domain into bins of a certain width and mapping the particles to them. This is done based on the particles coordinates and
therefore does only scale linearly with the particle number. The bin width and neighbor list update frequency strongly influence the simulation runtime. A small bin size has the advantage of quick checking particles against each other within a bin, but it also requires building the neighbor lists more often. There is no general optimum for the bin size as it is computer system dependent. In the molecular simulation software LAMMPS and also in its derivate LIGGGHTS®, the neighbor cutoff distance is the sum of the force cutoff distance and the so called skin distance, which is set to one particle diameter in this work. As a consequence the neighbor list bins have a width of three particle diameters, because the force cutoff distance is always one particle radius due the fact that only contact interaction forces are considered. This is a rather small bin width so that it was decided to update the neighbor lists every time step. This assures that no neighbor particles are missed in the computation, which is considered to be particularly important for the model validation simulations in this work. A less frequent update and hence less runtime would probably be possible in some cases, but this would require preliminary studies to make sure it would not affect the results.

3.5 Critical DEM Time Step

The equations of motion \((3.1)\) and \((3.2)\) are integrated in an explicit velocity verlet scheme. The time step must be small enough so that only the current positions and velocities of the contacting particles influence the motion of the considered particle but not the positions and velocities of the other particles. In other words, the forces should not propagate further than one particle diameter within one time step. The force propagation speed can be estimated by the speed of Rayleigh waves, which describe the wave propagation along the surface of a solid body. From these waves the Rayleigh time step is deduced:

\[
\Delta t_{\text{crit}, \text{Rayleigh}} = \frac{\pi R_{\text{min}}}{b} \sqrt{\frac{\rho}{G}},
\]

(3.16)

where \(b\) is one of the roots of

\[
(2 - b^2)^4 = 16 \left(1 - b^2\right) \left[1 - b^2 \frac{1 - \nu}{2(1 - \nu)}\right]
\]

(3.17)

and \(\nu\) denotes Poisson’s ratio. The relevant root is approximated by

\[
b = 0.8766 + 0.1631\nu.
\]

(3.18)

The critical DEM time step has shown to be a fraction of this Rayleigh time step, values between 10% and 30% have been found in the literature. In this thesis, values between 15 and 20% of the Rayleigh time step were
because the time step is inversely proportional to the square root of the shear modulus $G$, it is a common practice to artificially reduce $G$ to save simulation time [150]. This usually does not affect the overall motion of the particles very much, but it still should be applied with caution [151]. In this thesis Young’s modulus $Y$ of the particles, from which $G$ is calculated, was reduced to 5 MPa, the lowest value allowed by the LIGGGHTS® software as it was also done by other researchers [19]. In context of sensitivity studies in section 5.2 this was shown to be a good simplification, as the particle stiffness showed negligible influence on the respective test cases.

The particle collision time is dependent on the impact velocity if the Hertz model is used [132]. However, the Rayleigh time step is not affected by the velocity. To still make sure that the collision can always be resolved, it was assured that the timestep does not exceed 10% of the Hertz collision time derived by Timoshenko [152]:

$$\Delta t_{\text{crit,Hertz}} = 2.87 \left( \frac{m_{\text{red}}^2 Y_{\text{red}}^2 v_{\text{max}}}{R_{\text{red}} Y_{\text{red}}^2 v_{\text{max}}} \right)^{0.2}. \quad (3.19)$$

The maximum impact velocity $v_{\text{max}}$ is the maximum relative velocity between two contact partners. In LIGGGHTS® it is estimated by twice the maximum absolute particle velocity (upper limit for relative velocity of two particles) and by the maximum of relative velocity between the walls and the particles. Many heat transfer models rely on correct collision times and contact areas, which are affected by the softening of the particles when the modulus is decreased. Corrections proposed by Morris et al. [153] can eliminate this problem. For the heat transfer model developed in this thesis the corrections are not needed though.

### 3.6 Coarse Graining

A particle receiver with several meters of aperture size may contain several millions of particles. This causes long run time of the DEM simulations with real size particles and thus can make them unfeasible. To circumvent this problem, a typical approach is to use larger particles in the simulation than in reality to reduce the number of computational particles. This is often referred to as coarse graining or coarse-grain method [17, 154–157], similar particle assembly (SPA) model [158, 159] or parcel-based approach [160]. The underlying assumption is that a number of small particles can be represented by fewer and larger coarse-grain particles. This is depicted in figure 3.3. Already without coarse-graining the particles were assumed to be mono-sized spheres with mean Sauter diameter $d_p = \bar{d}_{32}$ in this work, which is a simplification of their
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Figure 3.3: Representative particles of the real particles in the DEM simulation

real particles  mono-sized particles with mean diameter  coarse-grain particles

real shape and size. With coarse-graining, the diameter of the mono-sized spheres is increased by the coarse-graining factor $CG$:

$$d^*_p = CG \cdot d_p = CG \cdot d_{32}$$

(3.20)

The other geometric dimensions of the problem are kept the same, so that the particle number decreases with the third power of the coarse-graining factor $CG$. The scaling requires the modification of the particle interaction models, their parameters or both of them. Several ways how this should be done are proposed in literature, a review is given by Hilton and Cleary [157]. Basically all authors conduct dimensional analyses, but as pointed out by Feng and Owen, the procedure is not straightforward and often tailored to specific applications, which results in different scaling laws [161]. Most studies conclude both for linear and nonlinear viscoelastic contact models that the density and the sliding friction coefficient should remain unaffected by coarse graining [17, 155, 156, 160, 162, 168]. The restitution coefficient for a damped Hertzian model with cohesion was derived to be invariant by Bierwisch [167] based on conservation of energy density. Later publications follow this approach and come to the same conclusion for the LSD model [160] and the damped Hertzian model also used in this work [168]. However, other studies expect the restitution coefficient to decrease with coarse graining factor [156, 157, 166], which will be discussed in more detail in section 5.2.5.

Even with contact model and parameter adaptations, granular flows which inherently depend on the particle size like the flow through small orifices can hardly be described by classical coarse-graining [157]. A recently published multi-level coarse graining approach with adequate coarse-graining factors for certain geometry regions could avoid this problem in the future [168].

As coarse graining is considered to be essential to be able to simulate large scale particle receivers, it is also investigated in this thesis. To account for its effect on the particle motion, adapted parameters are calibrated in section 5.2.5. The necessary modifications of the developed heat transfer model for coarse-grained
simulations are discussed in section 4.4.

3.7 Heat Transfer

3.7.1 Overview of DEM heat transfer models

Initially, the DEM was developed by Cundall and Strack in 1979 solely to de-
scribe particle motion [169]. Since then, the method has emerged as one of the
most important ones to model granular matter. However, until the 2000s it had
not been used to model heat transfer, as a literature search on the combined
terms ”discrete element method” and ”heat transfer” on the Scopus database2
revealed. As indicated in figure 3.4, heat transfer can be called a niche topic in
the early stages, but in the last couple of years it became more popular; The
number of papers in 2017 was already reached after 7 months in 2018. DEM
simulations with heat transfer were applied in numerous areas, for example:
Drying [170, 175], Xerography printing [176], waste and biomass [177, 178], nu-
clear power [179], metallurgy [180, 181], limestone production [182], insulation
design [183], geothermal power [184], food [185], dust explosion [186], combus-
tion [187, 188], calcination [189, 190], ballistics [191], road construction [192],
agriculture [193] or polymerization [194]. Relevant heat transfer phenomena
in these fields of application are visualized in figure 3.5. They comprise

- convective transport by a fluid
- conduction in between particles (inter-particle)
  - through the solid contact
  - through the gas void space, both inside and outside of the contact
    region
  - through liquid bridges in case both liquid and gas phase are present
- conduction within the particle (inner-particle conduction)
- radiation, in particular at high temperatures
- heat generation, for example by chemical or nuclear reactions
- surface processes, for example evaporation, oxidation or mechanical fric-
tion in the contact area

2http://www.scopus.com, results retrieved on August 6th, 2018
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Figure 3.4: Journal articles on heat transfer and the discrete element method

![Graph showing the increase in journal articles on heat transfer and the discrete element method from 1999 to 2018.](image)

* Retrieved by filtering the Scopus database for both the phrases "discrete element method" and "heat transfer" in title, abstract or keywords and subsequent manual removal of undesired matches by going through all abstracts

*: until Aug 6th, 2018
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Figure 3.5: Illustration of heat transfer phenomena in granular media

![Diagram illustrating heat transfer phenomena in granular media](image)

3.7.1.1 Fluid convection

The convective heat transport to a fluid is usually captured by coupling the DEM to a CFD simulation, as it was done in early publications for a fluidized bed by Kaneko et al. [194] or for pipe flows by Li and Mason [195], who extended the pure CFD-DEM coupling introduced by Tsuji et al. [196] by the energy equation. The approach is depicted in figure 3.6. If the size of the CFD mesh cells (blue) is chosen several magnitudes smaller than the particle size, the flow between the particles and the boundary layers can be resolved. Then microscopic heat transfer can be investigated, for example by direct numerical simulation (DNS) from which Nusselt number correlations can be obtained [197, 198]. However, for practical applications with many particles...
the resolved approach is currently not feasible and instead the CFD mesh cell is usually selected so large that it may contain multiple particles as it is shown in the figure. In this case the DEM particle data is mapped to the CFD mesh and averaged to obtain macroscopic properties like the fluid fraction $\phi_f$ or the superficial particle temperature of each cell. The mass, momentum and energy conservation equations of the CFD model are formulated only for the fluid volume in each cell. Source terms from the coupling between the fluid and the particles are included. They are calculated both from the effective properties of each cell and particle-specific data [27]. An example is the drag force in figure 3.6 which is calculated from the fluid velocity $v_f$ and particle velocity $v_{pi}$ by a drag correlation for each particle. These forces are summed for all particles in a cell to give the negative force acting on the fluid. In an analogous way the heat source terms can be calculated by Nusselt correlations for each particle and then they contribute to the energy equation of the fluid in the respective CFD mesh cell.

3.7.1.2 Inter-particle conduction

For the conductive inter-particle heat transfer, Vargas and McCarthy presented the Thermal Particle Method (TPM) for stagnant interstitial fluids [199, 200]. Their model makes use of the resolution of the particle contact, which is available from the DEM method. Heat is conducted through the contact surface and through the interstitial gas and liquid as visualized in figure 3.7. A uniform particle temperature is assumed and the heat flow $\dot{Q}_{ij}$ from particle $j$ to particle $i$ is

$$\dot{Q}_{j\rightarrow i} = (H_c + H_g + H_l)(T_j - T_i) .$$

(3.21)
Figure 3.7: Thermal particle method (TPM) developed by Vargas and McCarthy for the inter-particle conduction \([200]\). Heat is conducted through the contact surface with radius \(a\), through the interstitial gas and through the interstitial liquid.

The change of internal energy of particle \(i\) is the sum of the heat flows from the contacting neighbors:

\[
m_i c_{p,i} \frac{dT_i}{dt} = \sum_{j=1}^{N_{con}} \dot{Q}_{j \rightarrow i}.
\]  

(3.22)

The difficulty is to find accurate expressions for the thermal conductance of the solid contact \(H_c\), the one in the gas void space \(H_g\) and the one of the interstitial liquid \(H_l\). In the original paper of Vargas and McCarthy, \(H_c\) is expressed as

\[
H_c = \lambda_p 2a,
\]  

(3.23)

where \(a\) is the radius of the contact area. This relationship was derived by Batchelor and O’Brien from Hertz theory for two spheres with a large circular contact area, where the gas conduction through the void space could be neglected \([201]\). Strictly speaking equation (3.23) is not correct once conduction through interstitial liquid or gas is present. However, besides for solely solid conduction \([202][207]\) the model is also widely used when conduction through the gas void space is included \([200][208][209]\). It should be noted that neglecting interstitial gas conduction is in most cases not justified as it is often the main conduction mechanism \([210]\). This is due to the small solid-solid contact area compared to the area where the solid-fluid-solid conduction is happening. It often outweighs the fact that the conductivity of the fluid is usually
lower than the one of the particle. Cheng et al. presented a modified version of the Batchelor and O’Brian model, where the conduction through the stagnant fluid is included, also when the particles are not in contact \cite{211}. Other studies \cite{171, 187, 195, 212, 213} use the analytically derived model of Sun and Chen, which takes the collision time into account and which is applicable to short collisions \cite{214}. Zhou et al. combined both approaches by choosing the Sun and Cheng model for short contact times and the modified Batchelor and O’Brian model by Cheng et al. for long contact times \cite{215}. In consecutive publications of the same group the model was further extended to correct for particle softening \cite{216} and to handle ellipsoids \cite{217, 218}. Oschmann et al. \cite{219} also apply this sophisticated model for the inter-particle conduction.

A weakness of most models is the assumption of a purely solid contact in the contact region, which in fact is rather a combination of small solid and gas contacts due to the surface roughness as indicated in figure 3.5. This is only addressed by some authors in their models \cite{220, 221}.

3.7.1.3 Inner-particle conduction

Inner-particle conduction is not considered in the majority of studies, which is reasonable if it is significantly faster than the other heat transfer modes. To evaluate if this is the case and a uniform particle temperature assumption is applicable, Vargas and McCarthy defined a modified Biot number, which relates the inter-particle heat conduction to the inner-particle conduction \cite{199}:

$$Bi_{\text{Vargas}} = \frac{H_t}{\lambda_p A_p r_p} = \frac{1}{\pi R \lambda_p}$$  \hspace{1cm} (3.24)

This definition should be extended here by radiative and convective heat flows which also affect the total heat flow at the particle surface:

$$Bi_p := \frac{2 \sigma (T^4 - T_p^4) A_p + H_t (T - T_p) + 2 h (T - T_p) A_p}{\lambda_p A_p (T - T_p)}$$

$$= \frac{2 R \sigma (T^2 + T_p^2) (T + T_p)}{\lambda_p} + \frac{H_t}{\pi R \lambda_p} + \frac{2 h R}{\lambda_p}$$  \hspace{1cm} (3.25)

Here $A_p$ denotes the projected surface area of the particle and $h$ the convective heat transfer coefficient. For $Bi_p \ll 1$ it is justified to assume a uniform particle temperature. If the Biot number is near or above unity, conduction within the particle becomes important. This is treated by resolved particle models in the literature \cite{178, 219, 222, 228}.
3.7 Heat Transfer

3.7.1.4 Radiation

Radiation has been widely ignored in the majority of DEM heat transfer models in literature. If it was included, a local average temperature and Stefan Boltzmann’s law was the most sophisticated model for a long time [215]. More recently, methods based on view-factors [226, 229] and Voronoi cells [230] have been applied. A Monte Carlo ray tracing approach was presented as well [231]. However, all these models only took short-range radiation phenomena into account.

3.7.1.5 Heat generation

In literature, heat source terms have been included for coal combustion reactions [187, 213], nuclear fission [179], evaporation [178] or for heat generation by friction [232]. In solar particle receivers heat generation is important in solar-chemical applications, when the particles undergo a chemical reaction.

3.7.2 Available models in LIGGGHTS

A lot of the previously described models are implemented in custom codes of the respective researchers, which are often not available to the public. The only available heat transfer model in the current LIGGGHTS® version 3.8 is a modified version of the Thermal Particle Method (TPM) developed by Vargas et al. [199]. The LIGGGHTS® documentation cites a paper from Chaudhuri et al. [233] instead, where the TPM was just applied. The model only covers solid-solid heat conduction through the contact area. This area is either given or calculated from the contact model. It should be noted that the conduction through the fluid void space between the particles is not covered, even though it is under most circumstances the main heat transfer mechanism [234].

Heat transfer to a wall is realized by the same heat transfer model as in between particles, which can be justified for the current implementation where only the solid contact heat transfer is taken into account. If conduction through the void space should be added, the model should be different because the gap between wall and particle is different to the one between two particles. Another limitation of the current wall heat transfer model is that an entire mesh can only be set to a single, fixed temperature. Thus it behaves as an isothermal heat source or sink with infinite conductivity, which is an unrealistic assumption for solar receiver walls.

Convective fluid-particle heat transfer can be added by coupling LIGGGHTS® to the CFD software OpenFOAM, which is done in the CFDEM® project [235]. In this case a source term is added on the right hand side of equation (3.22).
When it comes to radiation, it can be stated that there is no available and working radiation model in LIGGGHTS® or CFDEM®, even though the release notes of CFDEM® version 3.7.0 mention one. A closer look at the source code shows that only the radiation models of OpenFOAM were activated by including a single header file and the interaction with the particle phase seems to be missing. A Monte Carlo ray tracing model between particles was implemented in LIGGGHTS® [231], but the code is not available to the public and only calculates radiation between neighbors in a neighbor list, meaning long range radiation or radiation to walls is not covered. These phenomena are also not taken into account in a recently published, novel algorithm to calculate particle-particle radiation by view factors [229].

3.7.3 Summary

Despite the increased interest in DEM heat transfer models in recent years, there is still a lot of potential to improve them. Some topics like the particle shape and size influence on the heat transfer [218], the particle-wall heat transfer [219] or improved radiation models [229] were addressed just very recently. Not yet treated at all is long-range radiation and there are still many open questions concerning the inter-particle conduction. Examples are the influence of surface roughness in the contact area on the solid-solid conduction, but also the conduction through the gas void space. The respective models are only validated at ambient pressure, even though the pressure can have a large influence on the thermal conductivity of granular media [210].

In addition, many models require own implementation, as they have not yet found their way in available software packages. In LIGGGHTS® for instance, the existing heat transfer models neither include radiation nor conduction through the gas void space and the wall heat transfer model is very simple. It is concluded that currently there is no comprehensive DEM modeling framework for solar particle receivers and heat transfer models need to be developed, as also mentioned in literature [18]. These developments will be described in the next chapter.
4 Model Development


As outlined in the previous chapter, the research on heat transfer models for the DEM has just started in the last couple of years. The method has just recently been applied to solar receivers as described in chapter 2.2. Hence no comprehensive modeling framework for solar particle receivers is available and heat transfer models need to be developed [18]. This is done in the following.

4.1 Particle Energy Balance

In a solar particle receiver, the energy balance of a particle is affected by various mechanisms, which are visualized in figure 4.1. The particles exchange heat with other particles via gas and solid conduction ($Q_{\text{cond,pp}}$), but also via radiation ($Q_{\text{rad,pp}}$). They also do this with walls ($Q_{\text{cond,pw}}$ and $Q_{\text{rad,pw}}$) and with the fluid in the receiver ($Q_{\text{pf}}$). In most particle receiver concepts the particles are directly irradiated to receive a heat flow $Q_{\text{solar}}$, while losing some energy $Q_{\text{em,surr}}$ to the surroundings by emission through the aperture. Radiative heat transfer can either have short range (index SR) or long range (index LR). If a chemical reaction is present, it will contribute to the particles energy balance with the source term $Q_{\text{chem}}$. Then the overall energy balance of particle i is

$$m_i c_{p,i} \frac{dT_i}{dt} = \begin{cases} Q_{\text{chem}} + Q_{\text{cond,pp}} & \text{in extended LIGGGHTS} \\ + Q_{\text{rad,pp}} + Q_{\text{pw}} + Q_{\text{solar}} + Q_{\text{em,surr}} + Q_{\text{pf}} & \text{\textit{src}, calculated in separate C++ program} \end{cases} \quad (4.1)$$

For certain receiver types, some of the terms in equation (4.1) can be crossed out or neglected. For indirect concepts like the one from NREL [65], $Q_{\text{solar}}$ and
\( \dot{Q}_{\text{solar}} \), \( \dot{Q}_{\text{cond,pp}} \), \( \dot{Q}_{\text{SR-rad,pp}} \), \( \dot{Q}_{\text{LR-rad,pw}} \), \( \dot{Q}_{\text{chem}} \), \( \dot{Q}_{\text{pf}} \), \( \dot{Q}_{\text{em,surr}} \) are zero. For a vacuum receiver, the fluid might be neglected, so that \( \dot{Q}_{\text{pf}} \) can be dropped. This was done in this thesis, as a vacuum receiver for the reduction of ceria and a vacuum particle mix reactor were foreseeable applications of the models. In this case a chemical source term \( \dot{Q}_{\text{chem}} \) is present, while it can be omitted for receivers for power generation, which usually use inert Bauxite particles. Even though convection was omitted in this thesis, it could later be incorporated in OpenFOAM via CFDEMcoupling®.

In LIGGGHTS®, only a heat transfer model for \( \dot{Q}_{\text{pp}} \) and \( \dot{Q}_{\text{pw}} \) is available. The model is the same for both particle-particle and particle-wall heat transfer and only a single, fixed temperature can be given to the mesh. The implemented correlation for the thermal conductance was considered to be insufficient for the simulation of solar particle receivers as it does not include the conduction through the gas void space. Radiation is not modeled at all. Therefore, own models have been developed for the respective terms in equation (4.1).

A model for \( \dot{Q}_{\text{cond,pp}} \) and \( \dot{Q}_{\text{chem}} \) was added to LIGGGHTS®, for the other terms and also the particle-particle radiation \( \dot{Q}_{\text{rad,pp}} \) a separate C++ program was developed, which is coupled to the extended LIGGGHTS® software as depicted in figure 4.2. It is provided by LIGGGHTS® with the current particle positions, mesh positions and temperatures. The terms \( \dot{Q}_{\text{rad,pp}}, \dot{Q}_{\text{pw}}, \dot{Q}_{\text{solar}} \) and \( \dot{Q}_{\text{em,surr}} \) are calculated, added and returned to LIGGGHTS® as particle
4.2 Models added to LIGGGHTS

4.2.1 Inter-particle conduction model

The standard heat transfer model in LIGGGHTS® is the Thermal Particle Method (TPM), which is described in section 3.7.1.2. In difference to the original model of Vargas et al., it only accounts for solid conduction through the contact area of touching particles, so that \( H_t = H_c \) in equation (3.21). In most cases however, the heat transferred by this mechanism is essentially lower than the solid-gas-solid conduction through the void space \([236]\). Also, radiation between particles is not taken into account, which is especially important for solar particle receivers due to the high operating temperatures.

To include these effects, an ansatz essentially different from the ones found in the literature should be applied here: a total particle-particle thermal conductance \( H_t \) is calculated from a continuum model for the effective bed conductivity \( \lambda_{eff} \). Instead of trying to model the heat transfer mechanisms at particle scale by some kind of thermal resistance network, a method to calculate the
particle-particle total thermal conductance from the effective bed conductivity is proposed. The advantage of this approach is that it indirectly includes the influence of particle roughness and shape, pressure and temperature via the model for the bed conductivity. In addition, the model can be calibrated directly by thermal conductivity measurements and the large amount of both theoretical and experimental studies on the effective thermal conductivity of particle beds can be utilized.

4.2.1.1 Connection between continuum and discrete model

To relate a continuum model to the discrete heat transfer between the particles in the DEM, heat transfer in one direction is investigated as visualized in figure 4.3.

![Figure 4.3: Hypothetical particle arrangement in one dimension](image)

In this case the explicit Euler integration of equation (3.22) gives

\[
m_c p T_{i+1}^{n+1} = m_c p T_i^n + H_t \Delta t \left( T_{i+1}^n - T_i^n + T_i^n - T_{i-1}^n \right) .
\]  

(4.2)

This can be written as

\[
\frac{T_{i+1}^{n+1} - T_i^n}{\Delta t} = \frac{H_t \Delta x^2}{m_c p} \frac{T_{i+1}^n - 2T_i^n + T_{i-1}^n}{\Delta x^2} .
\]

(4.3)

It is the Euler-forward, central difference discretization of the differential equation

\[
\frac{\partial T}{\partial t} = \frac{H_t \Delta x^2}{m_c p} \frac{\partial^2 T}{\partial x^2} .
\]

(4.4)

and hence similar to the heat diffusion equation for a continuous phase

\[
\frac{\partial T}{\partial t} = \lambda_{\text{eff}} \frac{\partial^2 T}{\partial x^2} .
\]

(4.5)
Therefore, one can expect that

\[ \frac{H_t \Delta x^2}{mc_p} \sim \frac{\lambda_{\text{eff}}}{\rho_{\text{bulk}} c_p}. \]  

(4.6)

In this simplified one dimensional case, each particle has only two other particles to exchange heat with and additionally all particles are in line. In a general three-dimensional case, this is not the case and the particle exchanges heat with \(N_{\text{HT}}\) particles, which are located around the particle. As also gas conduction is considered, not only the physically contacting particles are expected to exchange heat, but also more distant ones. Therefore a particle \(j\) is considered a neighbor of particle \(i\) in terms of conductive heat transfer, if the condition

\[ |s_i - s_j| < (R_i + R_j) C_{\text{cutoff,HT}} \]  

(4.7)

is fulfilled. In the original model from Vargas et al. only directly contacting particles are considered (\(C_{\text{cutoff,HT}} = 1\)), by choosing \(C_{\text{cutoff,HT}} > 1\) more distant ones are included. One can assume that the effective thermal conductivity of such an arrangement is proportional to \(N_{\text{HT}}\)

\[ \lambda_{\text{eff}} \sim N_{\text{HT}}. \]  

(4.8)

Combining the assumptions (4.6) and (4.8) one obtains

\[ \frac{H_t N_{\text{HT}} \Delta x^2 \rho_{\text{bulk}}}{\lambda_{\text{eff}} m} = \text{const.} \]  

(4.9)

The characteristic length \(\Delta x\) should scale with the particle diameter \(d_p\), the bulk density \(\rho_{\text{bulk}}\) can be approximated by \((1 - \phi)\rho_p\) and the particle mass can be expressed by \(\rho_p\) and \(d_p\). This leads to the hypothesis

\[ \frac{H_t N_{\text{HT}} (1 - \phi)}{\lambda_{\text{eff}} d_p} = \text{const.} = K_{pp} \]  

(4.10)

for a fixed heat transfer cutoff distance. In section 6.1.1, this hypothesis is checked, a heat transfer cutoff distance \(C_{\text{cutoff,HT}}\) is chosen and \(K_{pp}\) is calibrated. This allows to calculate \(H_t\) from the effective bed conductivity \(\lambda_{\text{eff}}\):

\[ H_t = \lambda_{\text{eff}} \frac{d_p K_{pp}}{N_{\text{HT}} (1 - \phi) }. \]  

(4.11)

It should be reflected upon the assumptions made for equation (4.11) and the differences to other approaches to determine \(H_t\). In contrast to the most
sophisticated models in literature \cite{215, 226}, where $H_t$ is dependent on the collision time and where the conduction through the gas void space is a function of the particle distance, in the current model the same value of $H_t$ is used for all particle pairs within the cutoff distance. The dependency on particle distance indirectly comes into play by the number of neighbors and by the void fraction, which occurs in equation (4.11) and in the model for $\lambda_{\text{eff}}$. In this way the presented approach takes the complex three-dimensional structure of the void space between the particles into account. Meanwhile common literature models are based on two particles in contact and it is not considered whether the void volume between two particles is reduced by other particles occupying this space. It should be noted that the selected continuum model shows some similarity to existing discrete models, as it is also derived by considering two discrete particles in contact. However, influences coming from the arrangement of particles are taken into account as well, as it will be explained in the next section. It will be shown that the continuum model also accounts for pressure, particle shape and surface roughness. In some way it can even compensate for the inaccurate uniform particle temperature assumption in case of thermally thick particles (high Biot number $Bi_p$). Hence the proposed ansatz in equation (4.11) offers some advantages over existing DEM heat transfer models and is worth being investigated.

### 4.2.1.2 Continuum model for the effective bed conductivity

For $\lambda_{\text{eff}}$ in equation (4.11) the model from Zehner, Bauer and Schlünder \cite{234, 236, 237} was implemented because it is widely used \cite{238} and was found to be the best one in an extensive review by Antwerpen \cite{239}, who compared numerous analytic models for the effective conductivity of particle beds. Additionally, the model includes pressure dependence and radiation, which is considered important for a solar receiver. It is based on a unit cell which consists of a cylindrical core with two touching semi-particles and an outer cylindrical shell containing only gas, see figure 4.4. The unit cell can be seen as a network of a gas resistance in parallel with a series resistance of gas and solid. In the gas phase conduction and radiation are considered. Convection is not covered by the model; it is expected to be treated separately as it is dependent on the imposed flow conditions \cite{236}. The shape of the model particles is defined by the deformation parameter $B$ and is not meant to represent the real shape of the particle, instead the shape should account for non-parallel heat flow lines \cite{238}. The deformation parameter $B$ is chosen to match the unit cell porosity with the real porosity of the particle bed. Volume integration of the
unit cell and fitting the result to a simpler expression gives

$$B = C_f \left[ \frac{1 - \phi}{\phi} \right]^{\frac{10}{9}}$$

(4.12)

with $C_f = 1.25$ and the bed porosity $\phi$. The shape factor $C_f$ is different when working with other particle shapes, for example with cylinders or rings [238]. The outer shell represents the gas conduction through the fluid voids, a path which is always existent in a 3D arrangement of particles. Its equivalent in mass transfer is the diffusion path. Therefore, the percentage of the cylindrical shell area on the entire cross-sectional area of the unit cell is taken from mass diffusion experiments, which give a share of $1 - \sqrt{1 - \phi}$ [237]. In the core with an area share of $\sqrt{1 - \phi}$ heat is transferred through the solid and gas phase in series. As the share of the gas phase varies with the radius, the resulting relative core conductivity $k_{\text{core}}$ is calculated via integration over the radius. In the unit cell the contact between the particles is a point contact. To take pure solid conduction between particles into account, the core cell of the unit model is split again and a small percentage $\varphi$ of the core cell area is assigned to solid conduction, the remainder $1 - \varphi$ to the solid-gas-solid heat transfer as described before. The factor $\varphi$ is called flattening coefficient. This leads to the relative effective bed conductivity

$$k_{\text{eff}} = \frac{\lambda_{\text{eff}}}{\lambda_f} = \left( 1 - \sqrt{1 - \phi} \right) \phi \left[ (\phi - 1 + k_G^{-1})^{-1} + k_{\text{rad}} \right] + \sqrt{1 - \phi} [\varphi k_p + (1 - \varphi) k_{\text{core}}]$$

(4.13)
The result of the integration for the solid-gas-solid path in the core is

\[
k_{\text{core}} = \frac{2}{N} \left\{ \frac{B(k_b + k_{\text{rad}} - 1)}{N^2 k_G k_p} \ln \left( \frac{k_p + k_{\text{rad}}}{B[k_G + (1 - k_G)(k_p + k_{\text{rad}})]} \right) + \frac{B + 1}{2B} \left[ \frac{k_{\text{rad}}}{k_G} - B \left( 1 + \frac{1 - k_G}{k_p} k_{\text{rad}} \right) \right] - \frac{B - 1}{N k_G} \right\} \tag{4.14}
\]

with the abbreviation

\[
N = \frac{1}{k_G} \left( 1 + \frac{k_{\text{rad}} - B k_G}{k_p} \right) - B \left( \frac{1}{k_G} - 1 \right) \left( 1 + \frac{k_{\text{rad}}}{k_p} \right) \quad . \tag{4.15}
\]

Due to the solid segments, the relative solid conductivity \( k_p = \lambda_p / \lambda_f \) comes into play. This in some way compensates for the assumption of a uniform particle temperature in equation (3.22). In the gas phases of the model, the heat transfer is a combination of conduction and radiation. The radiation part is based on the radiation between parallel plates

\[
k_{\text{rad}} = \frac{\lambda_{\text{rad}}}{\lambda_f} = \frac{4 \sigma}{2 \varepsilon - 1} T^3 \frac{d_p}{\lambda_f} \quad . \tag{4.16}
\]

The radiation term was only included when the ray tracing between the particles was deactivated, which can be useful for some receiver types to save simulation time as described in section 4.3.1.4. The conduction part includes the Smoluchowski effect, which describes the reduction of gas conductivity when the mean free path of the gas molecules approaches the size of the pores, or in other words when the Knudsen number is large:

\[
k_G = \frac{\lambda_G}{\lambda_f} = \frac{1}{1 + \frac{l}{d_p}} \quad . \tag{4.17}
\]

In the context of heat transfer, the modified mean free path

\[
l = \frac{2^{2-\gamma} \sqrt{\frac{2 \pi R T}{M_f}} \lambda_f}{p \left( 2 c_{p,f} - \frac{R}{M_f} \right)} \tag{4.18}
\]

is used. In [240] it is suggested to calculate the accommodation coefficient \( \gamma \) as

\[
\gamma = \left( 10^{0.6 - \frac{1000}{2.8} + 1} \right)^{-1} \quad . \tag{4.19}
\]
4.2 Models added to LIGGGHTS

The model has been tested by various authors. Bauer [236] and Nasr [241] compared it in extensive studies with experimental data for high temperatures and ambient pressures, and ambient temperatures and low pressures and found good agreement. However, no data for high temperature and low pressures at the same time is available. Therefore, the model was validated for these conditions in section 6.1.2.

It can be summarized that the bed conductivity in the ZBS model is a function of particle diameter $d_p$, temperature $T$, pressure $p$, void fraction $\phi$, particle emissivity $\varepsilon$, particle solid thermal conductivity $\lambda_p$, interstitial gas type, flattening coefficient $\varphi$ and shape factor $C_f$:

$$\lambda_{\text{eff}} = f(d_p,T,p,\phi,\varepsilon,\lambda_p,\text{gas type},\varphi,C_f).$$

Particle diameter, temperature and solid conductivity of the particle are known in the DEM code; emissivity, gas type, flattening coefficient and shape factor are global constants given by the user. In this work also the pressure is assumed to be constant, as it was also done by other researchers for solar vacuum particle receivers [242]. The remaining necessary parameter is the void fraction, which is a continuum and no particle property. Therefore its local value needs to be approximated in the discrete model; this was done by a correlation between $N_{\text{HT}}$ and $\phi$, which is determined in section 6.1.

4.2.2 Chemical reaction

If the particles undergo a chemical reaction in the particle receiver, the term $\dot{Q}_\text{chem}$ in equation (4.1) must be modelled. As the models are potentially being used in context of thermochemical water splitting, the reduction reaction for ceria

$$\text{CeO}_2 \iff \text{CeO}_{2-\delta} + \frac{\delta}{2}\text{O}_2$$

(4.21)

happening in the solar receiver was implemented. This reaction has very fast kinetics [105, 243], so that equilibrium was assumed. The reduction extent $\delta$ can be described as a function of temperature and oxygen partial pressure [244]:

$$\delta(T,p_{\text{O}_2}) = \frac{0.35C_1}{1 + C_1},$$

$$C_1 = 105808p_{\text{O}_2}^{-0.217}\exp\left(-\frac{195600\text{J/mol}}{RT}\right)\text{Pa}^{0.217}.$$ (4.22)

Then the chemical source term is

$$\dot{Q}_\text{chem} = \Delta h_R n_{\text{CeO}_2} \delta.$$

(4.23)
Here $\Delta h_R$ denotes the reaction enthalpy per oxygen atom leaving the ceria lattice. For a vacuum receiver, oxygen is the only gas in the receiver after a certain time and the pressure in the receiver is held at the desired level by controlling a vacuum pump. In this case, the reduction extent will only change with temperature, so that the derivative can be written as

$$\dot{\delta} = \frac{d\delta}{dt} = \frac{d\delta}{dT} \frac{dT}{dt}. \quad (4.24)$$

As equation (4.1) shows, the chemical reaction can then be incorporated by simply modifying the heat capacity of the particles to an “artificial” heat capacity $\tilde{c}_p$:

$$m_i \tilde{c}_{p,i} \frac{dT_i}{dt} = (...) + \dot{Q}_{\text{chem}} \Leftrightarrow m_i \left( c_{p,i} - \frac{\Delta h_R}{M_i} \frac{d\delta_i}{dT_i} \right) \frac{dT_i}{dt} = (...) \quad (4.25)$$

To implement equation (4.25), the heat capacity was changed from a global to an atom property in the LIGGGHTS® source code. This was in any case necessary to include a temperature dependence of the heat capacity. The temperature derivative of the reduction extent is determined analytically and the artificial heat capacity is updated every time step if this chemical reaction is activated in the simulation.

### 4.2.3 Integration and time step limit

The feature to integrate the particle temperature is already available in the software LIGGGHTS®. However, equation (3.22) was modified by adding the source term from the coupled C++ program, by extending the amount of participating particles from the touching ones $N_{\text{con}}$ to the ones in a certain surrounding $N_{\text{HT}}$ and by changing the heat capacity from $c_{p,i}$ to $\tilde{c}_{p,i}$:

$$m_i \tilde{c}_{p,i} \frac{dT_i}{dt} = \sum_{j=1}^{N_{\text{HT}}} \dot{Q}_{ji} + \dot{Q}_{\text{src},i} = (...) \quad (4.26)$$

This equation is discretized in an Euler-forward scheme:

$$T_i^{n+1} = T_i^n + \sum_{j=1}^{N_{\text{HT}}} \frac{H_t \left( T_j^n - T_i^n \right)}{m_i \tilde{c}_{p,i}} \Delta t + \frac{\dot{Q}_{\text{src},i}}{m_i \tilde{c}_{p,i}} \Delta t. \quad (4.27)$$

Only the nearest neighbors are taken into account in the summation, which is only a valid approach if the time step in the integration in equation (4.26)
not too large to make sure the thermal perturbations do not propagate further than about one particle distance within one iteration \[199\]. No literature was found where this time step limit was quantified. Therefore a limit should be derived for the case without source terms. In the special case when particles are aligned in one direction like in figure 4.3, the numerical integration is the same as if the thermal diffusion equation \(4.6\) would be discretized. For this equation, the stability limit is widely known and it follows in this case

\[
\Delta t_{\text{max}} = \frac{mc_p}{2H_t}.
\]  

(4.28)

For the general case of \(N_{\text{HT}}\) particles exchanging heat with particle \(i\), one finds

\[
\Delta t_{\text{max}} = \frac{mc_p}{N_{\text{HT}}H_t}
\]

(4.29)

via the von-Neumann analysis, which is shown in detail in Appendix \[A.2\] and checked in section \[6.1.4\]. Usually the acceptable thermal DEM time step is significantly larger than the critical mechanical DEM time step from equation \(3.16\), so that the explicit integration in equation \(4.27\) is not problematic. Nevertheless, it is useful to know this limit in the case of stagnant, non-moving beds when particle motion is deactivated. In such a case, a time step close to the limit should be selected so that the computation time is reduced significantly. It should be kept in mind that this stability limit is not related to the truncation error introduced by the discretization of equation \(4.26\) by equation \(4.27\). It scales with \(\Delta t^2\) for every step in the Euler method and accumulated after many time steps with \(\Delta t\) \[245\]. Thus a smaller time step still gives higher numerical accuracy. If particle motion is activated, the time step could be selected higher than the one for the particle mechanics. However, this could affect the choice of neighbor particles for the heat transfer simulation, which would then depend on the time step. It might be acceptable to decrease simulation time in this way in many situations, but in this thesis the time step was set equal to the mechanical time step to avoid this inaccuracy.

### 4.3 Models in Separate C++ Program

The remainder of the heat transfer calculations were performed in a standalone C++ program, which was coupled to the extended LIGGGHTS® software via a Bash script. In the following it is described how radiation, particle-wall conduction and conduction within the receiver walls is covered by this program.
4.3.1 Radiation model

For central receivers of solar power plants, radiation is one of the main heat transfer modes since high temperatures are reached. This is especially true for particle receivers, which aim for particle temperatures of about 1000°C (power generation \cite{85}) or even for more than 1400°C (thermochemical redox cycles \cite{16}). In the literature, radiation in particle receivers is mostly modeled by discrete ordinate methods (DOM) \cite{58}. Monte Carlo ray tracing (MCRT) is sometimes used to calculate the incoming flux profiles \cite{40}. In the DOM the radiative transport equation is solved on a volume mesh. For the simulation of a particle receiver an attenuation coefficient needs to be calculated for each mesh cell containing particles. The accuracy of the approach is strongly dependent how this is realized. As a volume mesh is needed, coupling to OpenFOAM would be necessary. The advantage is that the speed of the radiation calculation is not dependent on the number of particles. In contrast, in MCRT the speed decreases with the number of elements. However, MCRT can be considered the most accurate way to calculate radiation. Therefore it can also serve as a validation method for other radiation models, including the DOM. Since this thesis should be the basis for further model developments and since the radiation calculation should also work without a coupling to OpenFOAM, it was decided to follow the ray tracing approach.

Amberger et al. \cite{246} already implemented a ray tracing algorithm for the LIGGGHTS® software, but the code is not available to the public and it covers only the short-range radiation but neither the long-range radiation nor the radiative heat transfer to walls. Therefore an own ray tracing code was developed. The simplified flow sheet of the program is shown in figure 4.5. It can trace rays between spheres and triangles. With the spheres the particles are modeled and with the triangles complex shaped walls can be assembled.

4.3.1.1 Ray generation

After reading the necessary data and settings from text files, rays are generated by selecting a random origin on the sphere or triangle accompanied by a random direction. For a sphere, the random ray origin is generated by creating the polar angle

$$\theta_O = 2\pi \xi_\theta$$

and the azimuth angle

$$\phi_O = \text{acos}(\xi_\phi)$$

with the random variable \(\xi_\theta\) from the interval \([0,1]\) and \(\xi_\phi\) from the interval \([-1,1]\), generated with the Mersenne-Twister pseudorandom number generator.
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Figure 4.5: Flow chart of the separate C++ program
from the `std` C++ library. Then the ray origin is

$$
O = s_{\text{sph}} + R_{\text{sph}} \begin{pmatrix}
\cos(\theta_O) \sin(\phi_O) \\
\sin(\theta_O) \sin(\phi_O) \\
\cos(\phi_O)
\end{pmatrix} .
$$

(4.32)

For a triangle spanned by vertex position vectors $V_0$, $V_1$ and $V_2$, the ray origin is

$$
O = V_0 + \xi_1(V_1 - V_0) + \xi_2(V_2 - V_0)
$$

(4.33)

with the random numbers $\xi_1$ and $\xi_2$ from the interval $[0,1]$ and with the condition $\xi_1 + \xi_2 \leq 1$.

From the origin of both the spheres and the triangles, the rays are shot into an hemisphere whose zenith is the surface normal at the origin point of the ray. To obtain the direction of the ray, a random direction vector in a hemisphere with zenith vector $(0,0,1)$ is created and then transformed into the desired, rotated hemisphere with zenith vector $n$.

Diffuse reflection and emission is assumed. Then the random direction in the $(0,0,1)$-hemisphere is

$$
d_{(0,0,1)} = \begin{pmatrix}
\cos(\theta_d) \sin(\phi_d) \\
\sin(\theta_d) \sin(\phi_d) \\
\cos(\phi_d)
\end{pmatrix} , \quad \theta_d = 2\pi \xi_\theta , \quad \phi_d = \arcsin(\sqrt{\xi_\phi})
$$

(4.34)

with random numbers $\xi_\theta$ and $\xi_\phi$ from the interval $[0,1]$. The transformation into the rotated hemisphere was realized by Rodrigues’ rotation formula

$$
d = d_{(0,0,1)} \cos(\beta) + k(k \cdot d_{(0,0,1)}) (1 - \cos(\beta)) + \sin(\beta) (k \times d_{(0,0,1)})
$$

(4.35)

which rotates $d_{(0,0,1)}$ around axis $k$

$$
k = \frac{e_z \times n}{|e_z \times n|}
$$

(4.36)

by an angle $\beta$, whose sine and cosine be expressed by

$$
\sin(\beta) = |e_z \times n| = n_x^2 + n_y^2 , \quad \cos(\beta) = e_z \cdot n = n_z
$$

(4.37)

The number of rays generated per element has to be defined in a settings file by the keywords `mesh_num_rays` and `sph_num_rays`. Besides these rays, external rays can be loaded by the keyword `externalRays_datafile` followed by the name of the data file containing the origins, directions and energies of the external rays. In this way incoming solar radiation can be provided, for example from a STRAL\textsuperscript{1} heliostat field simulation or from a SPRAY\textsuperscript{1}.

\textsuperscript{1}STRAL and SPRAY are both in-house ray tracing software from DLR, which can be obtained for a license fee.
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simulation, as it was done in chapter 7.

4.3.1.2 Tracing the rays

The generated rays are traced by checking all spheres and triangles for a ray intersection and picking the element with the closest distance. To avoid checking all elements, a bounding volume hierarchy (BVH) tree traversal algorithm was tested in a supervised master thesis but was found to be slower than the brute-force approach [249].

The intersection with a particle is determined by substituting the ray equation

\[ \text{ray} : \mathbf{x} = \mathbf{O} + \mathbf{d} \lambda , \quad \lambda \geq 0 \]  

(4.38)

into the sphere equation

\[ (\mathbf{x} - \mathbf{x}_{\text{sph}}) \cdot (\mathbf{x} - \mathbf{x}_{\text{sph}}) = R_{\text{sph}}^2 , \]  

(4.39)

which gives

\[ \lambda^2 \mathbf{d} \cdot \mathbf{d} + 2 \left( \mathbf{O} - \mathbf{x}_{\text{sph}} \right) \cdot \mathbf{d} \lambda + \left( \mathbf{O} - \mathbf{x}_{\text{sph}} \right) \cdot \left( \mathbf{O} - \mathbf{x}_{\text{sph}} \right) - R_{\text{sph}}^2 = 0 . \]  

(4.40)

This quadratic equation has the solutions

\[ \lambda_{1,2} = -b \pm \sqrt{b^2 - c} . \]  

(4.41)

In case the determinant \( b^2 - c \) is negative, these solutions are complex which means the sphere is not hit. If all solutions are real but negative, which happens to be the case for \( b > 0 \), the ray points away from the sphere and does not hit. Therefore, as suggested by Eberly [250], in the implementation of the algorithm it is first checked if the determinant is not negative and then if the ray has the right direction before actually calculating the solution of the equation. The intersection of a ray with a triangle was determined by the Möller-Trumbore algorithm [251].

Finally, the algorithm for the intersection with a box was adapted from [252]. The speed of this algorithm is important if the BVH tree traversal approach is used. However, the brute-force approach was surprisingly found to be faster [249] and therefore used instead of the BVH approach. This means it is not necessary to check for any boxes except for the enclosure box. Therefore, the performance of the ray-box intersection algorithm is not critical and details are omitted here.
If the closest intersection of the ray is one with a triangle, it is tested from which side the triangle is hit. If the ray direction vector points in the same direction as the normal vector of the triangle, the ray is discarded. If the ray hits the other side of the triangle or intersects a sphere, a random number $\xi_\alpha$ in the interval $[0,1]$ is generated and compared to the absorptivity of the intersected element. In this thesis the walls and particles are assumed to be gray, so that the absorptivity equals the emissivity $\varepsilon$. If the random number is smaller than the absorptivity, the ray is absorbed at the intersected element and the hit is stored. If it is greater, the ray is reflected: a new ray origin on the intersected element and a new ray direction is generated and the ray is traced again. This is repeated until the ray is absorbed or discarded because it has hit the back face of a triangle or the enclosure box.

Since the rays do not interfere with each other, the ray generation and ray tracing can easily be parallelized, which was done using OpenMP. The computation speed scales almost linearly with the number of processors [249].

### 4.3.1.3 Radiative heat flows

Once all rays are traced, the stored hits of the external rays (loaded from a text file) are used to calculate the external radiation source

$$\dot{Q}_{\text{solar},i} = \sum_{n=1}^{N_{\text{hits}}} \dot{Q}_{\text{ray}}.$$  

(4.42)

This summation is the common way how ray tracing is used in the field of solar engineering. Each ray transports a power bundle $\dot{Q}_{\text{ray}}$ from its origin to its absorption location [248, 253]. For the internal rays, however, a different approach was applied. These rays do not carry energy bundles but their hits on surface patches (spheres and triangles) are used to calculate the total diffuse-specular radiation distribution factor $D'_{ij}$, which is defined as [254]

$$D'_{ij} = \frac{\text{radiation emitted diffusely by surface patch } i \text{ which is absorbed by patch } j, \text{ after all diffuse or specular reflections}}{\text{total radiation emitted diffusely by surface patch } i} \approx \frac{\#\text{rays emitted by } i \text{ and absorbed by } j}{\#\text{rays emitted by } i}. \quad (4.43)$$

In contrast to the widely known view factor, it does not only contain information about the geometric arrangement of the surface patches, but also information about their optical properties. As it includes all reflections, the radiation transported from surface $i$ to surface $j$ can simply be calculated from the emission $E_i$ of surface $i$

$$\dot{Q}_{\text{rad},ij} = E_i A_i D'_{ij} = \sigma T_i^4 \varepsilon_i A_i D'_{ij}. \quad (4.44)$$
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This is an advantage over the calculation by view factors, which would require a matrix inversion. Different to the energy bundle method the ray tracing does not need to be repeated if only the surface emissions change and the geometric arrangement of the surface patches remains the same. Instead equation (4.44) directly gives the new heat flows. This is especially useful if one would like to find a steady-state solution of a receiver without particles or with one with stagnant particles, for example to find initial particle and wall temperatures for a dynamic simulation. Even though diffuse reflections and grey surfaces are assumed in this thesis, the method could be extended to include specular reflections and wavelength-dependent optical properties \[254\]. The method also allows to speed up the radiation calculation for certain receiver types as explained in the following.

4.3.1.4 Speedup of radiation solution for certain receiver types

The more particles are in a simulation, the more elements need no be checked for ray intersections. Additionally, rays need to be emitted from each new particle, so that also the number of rays increases, which results in a roughly quadratic increase of ray tracing simulation time with particle number. For certain receiver types, this quadratic scaling can be reduced to a linear scaling. This is done by only tracing rays from the walls, so that the number of rays does not increase if the particle number increases. In this way the radiation from walls to the particles is addressed and also the one vice versa by using the relationship

\[ \varepsilon_i A_i D'_{ij} = \varepsilon_j A_j D'_ji \]  

(4.45)

which can be derived from the net exchange between two patches \(i\) and \(j\) at equilibrium. The particle-particle radiation exchange is then included by the radiation term \[4.16\] in the inter-particle model in the extended LIGGGHTS© software. Equation (4.1) changes to

\[
m_{i}c_{p,i} \frac{dT_i}{dt} = \begin{cases} Q_{\text{chem}} + Q_{\text{cond,pp}} + Q_{\text{rad,pp}} & \text{in extended LIGGGHTS©} \\ + [Q_{\text{pw}} + Q_{\text{solar}} + Q_{\text{em,surr}}] + \dot{Q}_{\text{pf}} & \text{in separate C++ program} \end{cases}
\]  

(4.46)

The reason why this is only applicable to certain receiver types is the long range particle-particle radiation \(\dot{Q}_{\text{rad,pp,LR}}^{\text{rad}}\). This part of the term \(\dot{Q}_{\text{rad,pp}}\) exists in receivers where particles see each other over a long distance. As these particles are not neighbors, they do not exchange heat in the particle-particle model in LIGGGHTS©, so that \(\dot{Q}_{\text{pp,LR}}^{\text{rad}}\) can not be covered in this way. This means that
this simplification should not be applied to receivers where particles see each other over long distances, for example for solar rotary kilns, but also not for the DOE-STCH receiver in figure 2.3 as particles can see each other over long distances by reflections over the walls. Possible receiver types where the model can be applied are tubular particle receivers and obstructed flow receivers with a dense moving bed. The short range particle-particle radiation \( \dot{Q}_{\text{rad}, \text{SR}} \) can be covered well by a radiation term in the particle-particle model \[208\], since the penetration distance of radiation in a dense particle bed is only about three particle layers \[255\]. An assessment of the accuracy of this approach is made in section 6.2.2 by a comparison to the MCRT solution.

4.3.2 Particle-wall heat transfer

4.3.2.1 Motivation

Radiation between particles and walls is calculated by ray tracing as described previously. For particles in the vicinity of a wall, not only radiation but also conduction through the gas and the contact area is important. This effect can be modelled in LIGGGHTS® with a very simple particle-wall model. One can set a fixed temperature for an entire mesh and then use the same heat transfer model as in between particles. This model was considered not to be sufficient as it has major limitations:

- The wall temperatures are not updated. Therefore they act as a heat source or sink with infinite capacity. Cooling or heating effects by cold or hot particles are not represented by the model.

- As there is only one temperature assigned to the entire mesh, a realistic receiver with a wall temperature distribution can only be modeled by splitting the mesh into hundreds of smaller ones, which is very inconvenient.

- The heat transfer phenomena between walls and particles are only similar to the phenomena in between particles but not the same. Therefore two different models are desirable.

To overcome these limitations, an own wall heat transfer model was developed. The model was added to the separate C++ program instead of the LIGGGHTS® code for several reasons. First, the way how walls are handled in LIGGGHTS® is a very basic feature and in the first place developed for the mechanical interaction with particles. Therefore a change in these models affects a lot of the source code and the entire concept how walls are treated, making it a very difficult task. Second, the heat transfer calculations can be
done with a much larger time step than the DEM time step. Third, the walls are already loaded for the ray tracing in the separate C++ program and also distance information from the ray tracing is available.

4.3.2.2 The model

A thickness, heat capacity, thermal conductivity and density is assigned to each mesh, which is provided in .stl-format (consisting of triangles). Each triangle of the mesh is virtually expanded by the wall thickness to a prism as visualized in figure 4.6 for 4 elements. An one-dimensional heat conduction equation is solved for elements within the wall with a forward Euler scheme:

\[ T_{i}^{n+1} = T_{i}^{n} + \frac{a \Delta t}{\Delta x^2} \left( T_{i-1}^{n} - 2T_{i}^{n} + T_{i+1}^{n} \right) \]  \hspace{1cm} (4.47)

Here \( a \) is the thermal diffusivity of the wall:

\[ a = \frac{\lambda_w}{\rho c_p} \]  \hspace{1cm} (4.48)

For the outward-facing side of the wall (hatched in figure 4.6), four different boundary conditions can be selected by the user:

- Fixed temperature, \( T_N = T_{\text{outside}} \)
- Adiabatic, \( T_N = T_{N-1} \)
• Convection, \( T_N = \frac{\zeta}{h+\zeta} T_{N-1} + \frac{h}{h+\zeta} T_\infty \) with \( \zeta = \frac{\lambda_w}{\Delta x} \) and convection coefficient \( h \)

• Coupled Wall, \( T^A_N = T^B_N \) with the two meshes \( A \) and \( B \)

The coupled wall boundary condition can be used to mimic conduction through an interior wall, which exchanges radiation on both sides. This is accomplished by shifting mesh \( A \) by a certain distance and inverting the normal vectors to generate mesh \( B \), which is then coupled to \( A \).

For the inward side facing the particles (green in figure 4.6) a Neumann boundary condition is used to set the heat flux:

\[
\dot{Q}_w = -\lambda_w A_w \frac{T_1 - T_{-1}}{2\Delta x} .
\] (4.49)

A second-order discretization with the ghost element \( T_{-1} \) was used here, as the first order discretization was found to be too unstable. The heat flux to the wall \( \dot{Q}_w \) consists of the radiation source term from the ray tracing and a term due to conduction:

\[
\dot{Q}_w = \dot{Q}_{\text{tri}} + \dot{Q}_{\text{cond,pw}} .
\] (4.50)

The radiation source term is the sum of the radiative flows from all other elements (spheres and triangles):

\[
\dot{Q}_{\text{tri}} = \sum_i \dot{Q}_{\text{rad},i\rightarrow\text{tri}} .
\] (4.51)

The conduction term is modeled similar to the particle-particle model as a product of a total conductance \( H_w \) and the temperature difference between particle and wall:

\[
\dot{Q}_{\text{cond,pw}} = \sum_{i=1}^{N_{\text{wall,tri}}} H_w (T_{p,i} - T_w) .
\] (4.52)

To decide if heat is exchanged via conduction between a particle and a triangle wall element, distance information from the ray tracing is used. If a ray from a triangle hits a particle within a distance of one particle radius, the particle is considered to conduct heat to this triangle. If a particle is close to two triangles, the closest one is chosen. In the flow sheet in figure 4.5 these steps are shown in the branch on the very left side.

The conductance \( H_w \) is calculated a-priori from the pressure dependent relationship given by Schlünder [256]

\[
\alpha_{wp} = \frac{4\lambda_g}{d_p} \left[ \left( 1 + \frac{2(l + \delta_s)}{d_p} \right) \ln \left( 1 + \frac{d_p}{2(l + \delta_s)} \right) - 1 \right] .
\] (4.53)
In this equation, $\lambda_g$ is the conductivity of the interstitial gas, $l$ the modified mean free path (see equ. 4.18) and $\delta_s$ the surface roughness of the particles. As $\alpha_{wp}$ is an area-specific quantity, the conductance is obtained by multiplication with the projected particle area:

$$H_w = \frac{\alpha_{wp} \pi d_p^2}{4}. \quad (4.54)$$

### 4.4 Model Adaptions for Coarse Graining

If coarse graining is applied, the heat transfer models need to be adapted. For the particle-particle heat transfer model the real particle diameter $d_p$ is replaced by the coarse-grained diameter $d_p^*$:

$$H_t^* = K_{pp} \frac{d_p^*}{N_{con} (1 - \varphi)} \lambda_{eff}. \quad (4.55)$$

The effective thermal conductivity $\lambda_{eff}$ should be evaluated with the real radius $d_p$. In the same way $\alpha_{wp}$ has to be calculated with the real diameter in the particle-wall model and $d_p$ is replaced with $d_p^*$ in equ. (4.54):

$$H_w^* = \frac{\alpha_{wp} \pi (d_p^*)^2}{4}. \quad (4.56)$$

Radiative heat transfer in particle beds increases with particle size, because the distance between the particle surfaces in the void space becomes larger [257]. Hence the radiative heat transfer in particle beds is overestimated in coarse-grained simulations unless the radiative heat transfer model is adapted. An idea how this could be done is visualized in figure 4.7. Artificial, small spheres would be introduced in void spaces of particle beds in coarse-grained simulations and would participate only in the ray tracing. Their heat source terms and temperatures would be assigned to nearby coarse-grained particles. In this way the radiation penetration distance could be reduced to the one of a bed with real-sized particles. Additionally only a few changes in the ray tracing algorithm would be needed. However, significant modeling work would be required to determine where artificial spheres need to placed, what size they should have and to which particle they should be assigned to. This is postponed to later studies and ray tracing model is not adapted for coarse-grained simulations in this work.
Figure 4.7: Proposed artificial sphere insertion for ray tracing in coarse-grained simulations. Artificial spheres (blue) fill the void spaces between coarse-grained particles (grey) during the ray tracing process.
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For the models described in the preceding two chapters, both thermal as well as mechanical properties of the considered particles are required, namely particle size, density, emissivity, heat capacity and thermal conductivity. They are determined by measurements or acquired from literature in section 5.1. In addition, parameters for the contact force model and for the rolling friction model are needed. They were obtained by a custom calibration approach based on bulk experiments presented in section 5.2. The investigated particle types are on the one hand several types of bauxite particles, which are currently favored for particle receivers for power generation 34 and which are used in chapter 7 for the demonstration of the models. Microscope images of these particles are shown in figure 5.1. On the other hand, the properties of ceria particles were also determined as they were used in in the vacuum experiment in section 6.1.2. They are depicted in figure 5.2.
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5.1 Particle Properties

5.1.1 Particle size

The particle size was determined with an optical method similar to the one used by Felinks [113]. Digital images of particles on cardboard were taken from the top and analyzed with the free image processing software ImageJ [258]. The images were converted to grayscale ones, the particles were separated from the background by setting an appropriate threshold for the grayscale value, touching particles were separated by the watershed algorithm and then the projected areas and perimeters of the detected particles were further processed. The diameter of particle $i$ is calculated from the projected (index P) surface (index s) area:

$$d_{Ps,i} = \sqrt{\frac{4A_{P,i}}{\pi}}. \quad (5.1)$$

The circularity is defined as the ratio between the perimeter of a circle with radius $d_{Ps,i}$ and the detected perimeter $U$

$$\Psi_{Ps,i} = \frac{\pi d_{Ps,i}}{U}. \quad (5.2)$$
From these two quantities, characteristic particle statistics were deduced, which are diameters at the end of the 10%, 50% and 90% quantiles of the particle size distribution, named $d_{10,0}$, $d_{50,0}$ and $d_{90,0}$ and the ratios of moments

$$d_{jk} = \frac{\sum_i d_{Ps,i}^j \psi_{s,i}}{\sum_i d_{Ps,i}^k \psi_{s,i}}.$$  \hspace{1cm} (5.3)

Here $d_{10}$ is the arithmetic mean diameter, $d_{21}$ the length-weighted diameter, $d_{32}$ the area-weighted mean or Sauter diameter and $d_{43}$ the volume-weighted mean or DeBroukere diameter [259]. Accordingly, $\Psi_{10}$ is the arithmetic mean and $\Psi_{50,0}$ the median of the circularity.

As the ceria particles have white to yellow color, they were poured onto black cardboard and 57 images were taken with an optical microscope, one of these images is shown in Figure 5.2 before (left) and after particle detection by image processing (right). The measurements with the bauxite proppants were conducted in a similar way, except that white cardboard was used and the images were taken with a digital camera instead of a microscope. This was done since the bauxite particles have dark color and because they are significantly larger than the ceria ones. The particle statistics of the investigated particles are depicted in Table 5.1. The bauxite particles were provided by Saint Gobain (“SG”) and by CarboCeramics (“Carbo”). Two types of them were already used in other studies, so that the naming was adopted. The ceria particles were custom made for the DOE-STCH receiver. For the Carbo HSP particles the manufacturer also provided a sieving analysis, which agreed very well with the results.
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Table 5.1: Particle size statistics, diameters in µm

<table>
<thead>
<tr>
<th>Name</th>
<th>$d_{10}$</th>
<th>$d_{21}$</th>
<th>$d_{32}$</th>
<th>$d_{43}$</th>
<th>$d_{10,0}$</th>
<th>$d_{50,0}$</th>
<th>$d_{90,0}$</th>
<th>$\Psi_{10}$</th>
<th>$\Psi_{50,0}$</th>
<th>$N_p$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Carbo HSP13**†</td>
<td>1553</td>
<td>1574</td>
<td>1595</td>
<td>1617</td>
<td>1344</td>
<td>1547</td>
<td>1774</td>
<td>0.941</td>
<td>0.945</td>
<td>1783</td>
</tr>
<tr>
<td>SG10H‡</td>
<td>1175</td>
<td>1188</td>
<td>1201</td>
<td>1215</td>
<td>1019</td>
<td>1176</td>
<td>1322</td>
<td>0.94</td>
<td>0.945</td>
<td>2107</td>
</tr>
<tr>
<td>Carbo HSP16/30</td>
<td>1068</td>
<td>1083</td>
<td>1101</td>
<td>1117</td>
<td>917</td>
<td>1052</td>
<td>1247</td>
<td>0.948</td>
<td>0.951</td>
<td>2253</td>
</tr>
<tr>
<td>Carbo HSP20/40</td>
<td>807</td>
<td>816</td>
<td>826</td>
<td>836</td>
<td>703</td>
<td>800</td>
<td>919</td>
<td>0.954</td>
<td>0.956</td>
<td>3797</td>
</tr>
<tr>
<td>Carbo HSP30/60</td>
<td>584</td>
<td>593</td>
<td>603</td>
<td>614</td>
<td>496</td>
<td>578</td>
<td>677</td>
<td>0.957</td>
<td>0.96</td>
<td>5273</td>
</tr>
<tr>
<td>Ceria§</td>
<td>254</td>
<td>265</td>
<td>277</td>
<td>291</td>
<td>199</td>
<td>245</td>
<td>324</td>
<td>0.931</td>
<td>0.936</td>
<td>12115</td>
</tr>
</tbody>
</table>

†: used in the dissertation of Trebing [260]
* : used in the dissertation of Wu [40]
‡: used for cold tests in CentRec receiver [85]
§: used in DOE-STCH receiver (figure 2.3) and in this thesis in the vacuum experiment

gathered via the optical method. In this work, particles were assumed to be mono-sized in the simulations. As a representative diameter the Sauter diameter $d_{32}$ was selected because it is often used for empirical flow correlations, in the Beverloo equation for silos for example. The high sphericity justifies the assumption of spherical particles in section 3.3 to reduce the simulation time.

5.1.2 Density

The density of the ceria particles was averaged from four pycnometer measurements to give a value of 6636.1 kg/m$^3$ with a standard deviation of 96.6 kg/m$^3$. For the bauxite proppants, the density is given by the manufacturers. As they only differ in size and shape but have a very similar composition, their density is almost the same and does not deviate more than 2% from the mean value of 3560 kg/m$^3$, which was used for all bauxite particles for simplicity.

5.1.3 Emissivity and absorptivity

In the radiation heat transfer model grey surfaces are assumed, so that the emissivity is set equal to the absorptivity. For the bauxite particles, this is no far fetched assumption, as wavelength-dependent measurements indicate. They were conducted by Siegel and are shown in the appendix in figure 2.3. Both emissivity and absorptivity lay in a band between 0.84 and 0.95. Wu [40] used an absorptivity of 0.89 and an emissivity of 0.82. In this work, an intermediate value of $\varepsilon = \alpha = 0.86$ was used for the bauxite proppants. For the ceria particles, the emissivity jumps at a temperature of about 800 °C to a
value of about 0.9, as measurements from literature indicate. They are shown in figure A.2 in the appendix. As emission scales with the forth power of the temperature and temperatures above 800 °C are expected in the vacuum experiment in section 6.1.2, this high value of 0.9 was used here both for the absorptivity and emissivity.

5.1.4 Heat capacity

The heat capacity of the bauxite proppants was also measured by Siegel. A fit to the measurements for 25 °C ≤ T ≤ 1000 °C given by Wu [40] was applied here:

\[
\begin{align*}
    c_{p,\text{bauxite}}(T) &= \left[ -2.853 \times 10^{-9} (T/°C)^4 + 7.059 \times 10^{-6} (T/°C)^3 \\
                          &- 5.795 \times 10^{-3} (T/°C)^2 \\
                          &+ 2.439 \times (T/°C) + 677.0 \right] \text{J kg}^{-1} °C^{-1} \\
\end{align*}
\] (5.4)

For ceria, a fit to literature data [261] shown in the appendix in figure A.3 was made:

\[
\begin{align*}
    c_{p,\text{ceria}}(T) &= \begin{cases} 
4.09955 \times 10^{0.05362 \cdot T/K + 402.8} \text{W kg}^{-1} K^{-1} & \text{for } T \geq 1000 \text{ K} \\
235.2 (T/K - 229.6)^{0.09955} & \text{for } T < 1000 \text{ K}
\end{cases} \\
\end{align*}
\] (5.5)

5.1.5 Solid thermal conductivity

The thermal conductivity of the ceria particles was assumed to be identical to the pure material. Temperature-dependent data is provided in [262] near room temperature and at high temperatures above 1000 °C as depicted in the appendix in figure A.4. To obtain values in between, a fit of the form \( A \cdot T^B \) was applied:

\[
\lambda_{p,\text{ceria}} = \frac{19070}{(T/K)^{1.3}} \text{W m}^{-1} \text{K}^{-1} .
\] (5.6)

This was motivated by the fact that the intrinsic thermal conductivity of zirconia, a similar ceramic, scales with the reciprocal of the temperature [263]. For the bauxite, no temperature-dependent data could be found. Therefore, a solid thermal conductivity of 10 W m\(^{-1}\) K\(^{-1}\) was assumed, which is in the range of similar ceramics like alumina.
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For the contact model and the rolling friction model described in chapter 3.2 and 3.3, the parameters in table 5.2 are required. Among these parameters, the density was measured directly as described in section 5.1.2. Poisson’s ratio $\nu$ was set to the typical value of 0.3 for bauxite \cite{264} and Young’s modulus $E$ to the constant value of 5 MPa, the minimum value allowed by LIGGGHTS®. This is significantly lower than the actual modulus; this softening of the particles is a common approach to reduce the simulation time by increasing the time step according to equation (3.16)\cite{151}. The two parameters $\nu$ and $E$ are excluded from the calibration under the assumption that they have only a minor influence on the particle motion. This assumption is examined later in a sensitivity analysis. The remaining, unknown parameters are particle-particle and particle wall restitution coefficients, friction coefficients and rolling friction coefficients. To obtain these parameters, there are basically two approaches:

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Name</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$Y$</td>
<td>Young’s modulus</td>
<td>5 MPa</td>
</tr>
<tr>
<td>$\nu$</td>
<td>Poisson’s ratio</td>
<td>0.3</td>
</tr>
<tr>
<td>$\rho$</td>
<td>Particle density</td>
<td>see section 5.1.2</td>
</tr>
<tr>
<td>$e_{pp}$</td>
<td>Coefficient of restitution for particle-particle interaction</td>
<td>calibrated</td>
</tr>
<tr>
<td>$e_{pw}$</td>
<td>Coefficient of restitution for particle-wall interaction</td>
<td>calibrated</td>
</tr>
<tr>
<td>$\mu_{pp}$</td>
<td>Coefficient of friction for particle-particle interaction</td>
<td>calibrated</td>
</tr>
<tr>
<td>$\mu_{pw}$</td>
<td>Coefficient of friction for particle-wall interaction</td>
<td>calibrated</td>
</tr>
<tr>
<td>$\mu_{R,pp}$</td>
<td>Coefficient of rolling friction for particle-particle interaction</td>
<td>calibrated</td>
</tr>
<tr>
<td>$\mu_{R,pw}$</td>
<td>Coefficient of rolling friction for particle-wall interaction</td>
<td>calibrated</td>
</tr>
</tbody>
</table>

measure them directly on particle scale (Direct Measuring Approach) or calibrate them to the outcome of bulk experiments (Bulk Calibration Approach) \cite{150,265}. In this work the latter approach was chosen, because the particles investigated were rather small and no perfect spheres. Therefore experiments on a particle scale were considered to be significantly more difficult than bulk
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experiments. Marigo et al. state that direct measurement is mainly applied to particles in the millimeter range [265]. Additionally, parameters obtained by the bulk calibration approach can be seen as "adjustment parameters" [150], which can compensate for model inaccuracies, for example for the assumption of spherical particles. Here the lack of rolling resistance is compensated by a rolling friction model [145], so that the rolling friction coefficient can be considered a "purely empirical parameter", which cannot be measured directly [150]. Coarse-graining can also be interpreted as a model inaccuracy, which can be accounted for by adapted parameters. The parameters for a coarse-grained simulation can be obtained by the bulk calibration approach without making new experiments.

5.2.1 Calibration experiments

In the selection of the bulk experiments for the parameter calibration, the following aspects should be taken into account:

- Each of the parameters in the calibration should be sensitive to at least one experiment
- Measurement of data from the experiments should be simple and the measurement uncertainties should be low.
- The experiment should be easy to reproduce in a DEM setup.
- The particle number should be kept as low as possible to reduce the computational load and the duration of the calibration.

Considering these points, the following five experiments have been designed for the calibration:

1. Static angle of repose on particles laminated on cardboard
2. Static angle of repose on a flat surface (steel or Al₂O₃)
3. Transport of particles on a horizontal conveyor (HC) laminated with particles
4. Transport of particles on a horizontal conveyor with flat surface (steel or Al₂O₃)
5. Impact of particles on an inclined plate (steel or Al₂O₃)

These experiments were performed with the bauxite particles listed in Table 5.1. Two typical wall materials in a solar receiver were tested: steel and a porous alumina (Al₂O₃) insulation board. Experiments 2.) and 4.) were performed in scope of a supervised bachelor thesis [266]. In the coming sections, the experiments are described in more detail.
5.2.1.1 Static angle of repose experiment

The setup of the angle of repose experiment is shown in figure 5.3. The static angle of repose was measured by pouring the particles through a funnel (4) on a plate of the respective contact material (2), taking a picture with a digital camera (6) and analyzing this picture via image processing with the opencv package in Python. To conduct experiment 1.), the plate of contact material was replaced by a cardboard covered by a layer of particles, fixed by double-sided duct tape and shown in figure 5.4. The whole setup including the funnel was reproduced in LIGGGHTS®; a restart file with a filled funnel was created to reduce simulation time. For the simulations with the glued particles on the cardboard, the sliding and rolling friction coefficients of the contact material were set to the extremely high value 1000.

A typical measurement overlayed with lines from the image processing is depicted in figure 5.5 alongside with the image processing of the DEM result. The measured angles $\alpha$ are listed in table 5.3. The experiments on the flat surfaces were repeated 15 times, so that the standard error of the mean is lower than for the experiments on fixed particles, which were only repeated four or five times.

5.2.1.2 Horizontal conveyor experiment

The third and fourth experiment are closely related to the vacuum particle receiver-reactor, which was developed at DLR and which is shown in fig-
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Table 5.3: Mean value of angle of repose measurements and standard error of the sample mean. Angle on steel $\alpha_S$, on alumina $\alpha_{Al2O3}$ and on glued particles $\alpha_{glued}$

<table>
<thead>
<tr>
<th>Name</th>
<th>$\alpha_S$</th>
<th>$\alpha_{Al2O3}$</th>
<th>$\alpha_{glued}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Carbo HSP13</td>
<td>28.23° ± 0.09°</td>
<td>29.40° ± 0.14°</td>
<td>30.50° ± 0.31°</td>
</tr>
<tr>
<td>SG10H</td>
<td>32.18° ± 0.14°</td>
<td>34.16° ± 0.13°</td>
<td>33.93° ± 0.27°</td>
</tr>
<tr>
<td>Carbo HSP16/30</td>
<td>30.68° ± 0.12°</td>
<td>31.54° ± 0.17°</td>
<td>31.84° ± 0.27°</td>
</tr>
<tr>
<td>Carbo HSP20/40</td>
<td>28.82° ± 0.29°</td>
<td>30.40° ± 0.11°</td>
<td>30.25° ± 0.22°</td>
</tr>
<tr>
<td>Carbo HSP30/60</td>
<td>31.42° ± 0.06°</td>
<td>31.45° ± 0.22°</td>
<td>31.79° ± 0.26°</td>
</tr>
<tr>
<td>Ceria</td>
<td>31.73° ± 0.18°</td>
<td>31.19° ± 0.21°</td>
<td>31.75° ± 0.29°</td>
</tr>
</tbody>
</table>

Both experiments are conducted with the same apparatus depicted in figure 5.6. It consists of a horizontally oscillating plate (1) mounted on a slider (5), which is driven by a stepper motor (9) along a rail (6). Particles are poured through the funnel (3) onto the plate (1) and are transported alongside the plate by the oscillation until they fall onto the scale (2). The time between opening of the funnel and the moment when 100 g of particles is on the scale is measured and denoted as $t_{100}$. To measure the different contact surfaces, they are attached to the plate. In case of experiment 3.), cardboard is laminated with particles and fixed on the plate as shown in figure 5.8. The particles on the horizontal conveyor are transported by the following mechanism: During the slowly accelerated forward motion of the plate, the particles
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Figure 5.5: Analysis of the experimental (top) and simulated (bottom) angle of repose of Carbo HSP13 on steel, modified image from [266]

stick to it and are moved forward. Then the plate is stopped and moved back with a high acceleration, so that the particles slip. Their forward motion is decelerated, depending on the accelerations and the particle friction they could even be transported backwards at some point in this stage. However, over an entire cycle the net motion is positive and they are transported forward. The acceleration and position profile for the plate was created in a MATLAB Simulink/Stateflow program, which assumes the particles to move as a solid body on the plate, similar as it was done by Lim [267]. To check if the plate follows the desired motion, high speed camera videos were analyzed for the case of experiment 3.), where the plate is laminated with particles as shown in figure 5.8. In figure 5.7 the extracted plate and glued particle positions are plotted alongside the desired position profile which was given to the controller. The plate follows the desired profile with some minor deviations, mainly the period is a little longer than defined. The glued particles make the same motion as the plate, so that they can be considered to be glued sufficiently to the plate. In LIGGGHTS®, the motion profile is defined as a sum of cosine functions. That is why there is a slight deviation between the desired profile and the profile of the plate in the DEM. To realize the lamination in LIGGGHTS®, the particle-wall sliding friction and rolling friction coefficients were set to the value of 1000, so that the particles basically make the same motion as the plate in the DEM (dotted lines). A restart file with the laminated plate was created by running a simulation until no particles were leaving the plate anymore. The same was done in the experiment: particles were initially
Figure 5.6: Setup of horizontal conveyor experiment, image from [266]

poured on the plate and it is kept running before each experiment until only a negligible amount of particles leaves the plate. Before each experiment also a spirit level was used to ensure that the plate is horizontal. After the plate motion had been activated, the plug closing the funnel was removed and the weight on the scale was recorded over time. A typical result is shown in figure 5.9 for Carbo HSP13 particles moving on a plate laminated with the same particles. After the first particles reach the end of the plate, the mass on the scale almost linearly increases. The slope of the line shows that the mass flow is only slightly lower than the one coming out of the funnel. Obviously this funnel mass flow strongly influences the outcome of the experiment, therefore it was measured beforehand; the mass flows are listed in appendix A.6. The results of the horizontal conveyor experiments on the different plate surfaces are summarized in table 5.4 alongside with the standard errors of the mean which were gathered by repeating all experiments five times. Since the mass flow through the funnel is different for all particle types, it is difficult to generally draw conclusions from comparisons between them. The tendency that $t_{100}$ decreases with particle size could be caused by the higher mass flow through the funnel for smaller particles.

The comparison between the contact surfaces clearly shows that they have an influence on the transport speed. The residence time of the particles increased for all particle types with increasing roughness of the plate. It should be noted that the $\text{Al}_2\text{O}_3$ surface is an insulation board, which is perceptibly rougher
Figure 5.7: Motion profile of horizontal conveyor

Figure 5.8: Horizontal conveyor laminated with SG10H particles

than the steel plate.

5.2.1.3 Plate impact experiment

As it will be shown in section 5.2.2 the previous experiments are almost insensitive to particle-particle or particle-wall restitution coefficients. Therefore an experiment was designed to be especially sensitive to these two parameters. Figure 5.10 shows the apparatus of the experiment on the left and the
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Figure 5.9: Mass of Carbo HSP13 particles on scale, after transporting them via the horizontal conveyor (laminated with the same particles)

Table 5.4: Results of horizontal conveyor experiments. Time to reach 100 g on scale for a plate surface made of steel ($t_{100S}$), made of alumina ($t_{100\text{Al}_2\text{O}_3}$) and made of fixed particles ($t_{100\text{glued}}$)

<table>
<thead>
<tr>
<th>Name</th>
<th>$t_{100S}$</th>
<th>$t_{100\text{Al}_2\text{O}_3}$</th>
<th>$t_{100\text{glued}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Carbo HSP13</td>
<td>10.13 s ± 0.06 s</td>
<td>11.59 s ± 0.10 s</td>
<td>17.90 s ± 0.02 s</td>
</tr>
<tr>
<td>SG10H</td>
<td>9.99 s ± 0.06 s</td>
<td>12.71 s ± 0.11 s</td>
<td>15.99 s ± 0.12 s</td>
</tr>
<tr>
<td>Carbo HSP16/30</td>
<td>9.73 s ± 0.07 s</td>
<td>11.87 s ± 0.04 s</td>
<td>15.55 s ± 0.13 s</td>
</tr>
<tr>
<td>Carbo HSP20/40</td>
<td>9.31 s ± 0.07 s</td>
<td>11.18 s ± 0.02 s</td>
<td>14.22 s ± 0.06 s</td>
</tr>
<tr>
<td>Carbo HSP30/60</td>
<td>9.18 s ± 0.01 s</td>
<td>11.40 s ± 0.07 s</td>
<td>13.39 s ± 0.06 s</td>
</tr>
</tbody>
</table>

corresponding DEM model with the dimensions on the right. The examined particles are filled into the funnel (1), fall through the pipe (2) and hit a 45° inclined plate of the wall material (3). The particles are deflected by the plate and fall either in one of the four plastic boxes (4) or beside them. The masses in the respective boxes are weighted. Every experiment is repeated five times to determine the standard error of the mean. The results are listed in table 5.5. Experiments on the porous alumina insulation board were only conducted with the Carbo HSP13 particles. The other particle types were omitted because the calibration results on steel indicated that the restitution coefficients will not
Figure 5.10: Setup of plate impact experiment (left) and simulation (right)

differ much between particle types.
In the DEM representation of the experiment, it was assured to exactly reproduce the geometry of the collection boxes. For the simulations one has to assume a restitution coefficient between the particles and the plastic boxes, which is a possible error source. To assess its influence, the restitution coefficient of the plastic was varied in preliminary simulations and the impact was found to be negligible.

5.2.2 Sensitivity studies

To develop a calibration procedure, sensitivity studies with the DEM models of each experiment were conducted for the Carbo HSP13 particles. The
parameters were set to the baseline values in table 5.6 and then each of the parameters was varied while the others were kept constant.

Table 5.6: Baseline parameters for sensitivity study of calibration experiments, for a description of the parameters see table 5.2

<table>
<thead>
<tr>
<th>$Y$</th>
<th>$\nu$</th>
<th>$e_{pp}$</th>
<th>$e_{pw}$</th>
<th>$\mu_{pp}$</th>
<th>$\mu_{pw}$</th>
<th>$\mu_{R,pp}$</th>
<th>$\mu_{R,pp}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>5 MPa</td>
<td>0.3</td>
<td>0.6</td>
<td>0.6</td>
<td>0.35</td>
<td>0.35</td>
<td>0.2</td>
<td>0.2</td>
</tr>
</tbody>
</table>

5.2.2.1 Angle of repose

The sensitivity of the angle of repose simulation on the contact parameters is shown in figure 5.11 for the case where particles are glued to the ground (left) and for a flat ground of steel or alumina (right). Particle-wall coefficients are not shown if particles are glued to the ground, because then particles are only in contact with other particles and hence the particle-wall coefficients are irrelevant. All curves are not very smooth due to a natural variation in the angle of repose, which occurs because single particles can cause avalanches slightly changing the resulting angle [268]. Both on the glued particles and on the flat surface, the restitution coefficients have significant smaller influence on the angle of repose (AOR) than the friction coefficients. The fact that the influence of the particle-particle restitution coefficient $e_{pp}$ is stronger on glued
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Figure 5.11: Sensitivity of angle of repose simulations to contact parameters. Left: with particles glued to the ground, right: particles on flat ground (not glued). Experimental values of Carbo HSP13 particles shown for comparison.

particles could be explained by the immobility of the first particle layer. The particles in this layer cannot obtain momentum so that more momentum stays with impacting particles than it would be the case if the particles were not glued to the ground.

The strong influence of both the rolling and static friction coefficients could be expected from findings in the literature \[145, 269\]. The rolling friction was found to be essential to build a pile. Without rolling friction no pile could be formed. This is also reported by Grima et al., who state that a particle-particle rolling friction value of 0.2 is necessary \[149\]. A minimum particle-wall friction coefficient was also required to build a pile. This is interesting, as in many studies in literature, only the particle-particle contact parameters are calibrated and the respective ones between particles and walls are arbitrary. In the review of Coetzee \[150\], 21 of the listed papers containing a form of the
angle of repose experiment had the particle-particle sliding friction coefficient as a calibration parameter, but only three the particle-wall sliding friction coefficient.

Since there is a dependence on all friction coefficients, several combinations of them exist to match the measured angle. To constrict the variables, the shape of the pile \[149\] or the funnel discharge rate \[269\] could be added as target values. The alternative is to add additional experiments \[150\], also sensitive to friction values, as it was done here with the horizontal conveyor experiment.

### 5.2.2.2 Horizontal conveyor

Figure 5.12 shows the sensitivity of the horizontal conveyor simulation to the model parameters. The case with the glued particles on the plate is shown on the left and the case of particles on a the flat surface on the right. In this

![Figure 5.12: Sensitivity of horizontal conveyor simulations to contact parameters. Left: with particles glued to the plate, right: particles moving on a flat surface. Experimental values of Carbo HSP13 particles shown for comparison](image)
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case the time to transport 100 g to the scale is taken as an indicator for the influence of the contact parameters on the simulation. Both with particles glued to the ground and on a flat conveyor surface the restitution coefficients $e_{pp}$ and $e_{pw}$ have basically no influence on the transportation speed. If particles are glued to the plate, increasing the particle-particle sliding friction $\mu_{pp}$ or rolling friction $\mu_{R,pp}$ leads to an increasing particle residence time on the plate, whereas these coefficients only barely have an influence if particles are transported on a flat surface. In this case the strong sensitivity on the particle-wall friction coefficient $\mu_{pw}$ is obvious. The other friction coefficients show very little influence, mostly the particle-wall rolling friction $\mu_{R,pw}$ in the range between 0.1 and 0.3.

These results are reasonable, as particles on oscillating plates often behave similar to a solid body \cite{267}. If the plate surface is smooth, the bulk of particles slides along this surface, so that mostly the particle-wall coefficient influence the transport speed. In case of a rough surface, a layer of particles on the wall is established and the remaining bulk of particles glides on this first layer. This was also seen in experiments performed with sandpaper on the plate. With the glued particles to the plate this behavior is ensured.

### 5.2.2.3 Plate impact

In the sensitivity study of the plate impact setup the dependence of the masses in the boxes on the restitution coefficients $e_{pp}$ and $e_{pw}$ is clearly visible, as depicted in figure 5.13. For the mass in the first box, both the restitution coefficients $e_{pp}$ and $e_{pw}$ have a strong influence, while for the mass in the other boxes the particle-particle restitution coefficient $e_{pp}$ has a negligible influence in contrast to the particle-wall coefficient $e_{pw}$. This behavior makes sense, as above the first box particle-particle contacts are significantly more frequent than above the other boxes. The pure change of direction caused by a particle-particle hit makes it very unlikely for a particle to reach boxes 2-4, regardless of the restitution coefficient $e_{pp}$, whereas for box one $e_{pp}$ clearly affects if the particle will fall into the box or not. One can also see a steep peak in the particle-wall restitution curves for box 2-4. With increasing $e_{pw}$ the particles first do not reach the box until they hit the closer box wall and some of the particles fall into the box. This corresponds to the left side of the peak. When the particles hit the center of the box, the top of the peak is reached and on the decreasing slope the particles tend to hit rather the back wall of the box and more and more particles fly too far.

Beside the particle-wall restitution coefficient, for boxes 2-4 a strong dependence on the particle-wall friction coefficient stands out, which is not the case for the first box. A possible reason for this behavior is the change of energy,
which is dissipated both at the walls of the tube during the fall of the particles and at the plate during the impact. However, this strong dependence is only seen for very low friction values, which lay in a rather unrealistic low range, as one can expect from the horizontal conveyor sensitivity study. Therefore we have four target values depending in a different way on two parameters so that this experiment is well suited to isolate the restitution coefficients.

### 5.2.2.4 Influence of Young’s modulus and Poisson’s ratio

Figures 5.11, 5.12 and 5.13 also show the sensitivity of the numerical experiments on the modulus $Y$ and on Poisson’s ratio $\nu$. For the angle of repose setup, the sensitivity is not exceeding the natural variation caused by the avalanches and also for the other setups the sensitivity to these parameters
is very small. Therefore the softening of the particles is a valid approach to reduce the simulation time and it is justified to exclude $Y$ and $\nu$ from the calibration. It is assumed that also a solar receiver simulation will not be very sensitive to these parameters.

### 5.2.3 Calibration procedure

To perform the actual calibration, many approaches exist. The most naïve one would be to cover the whole parameter space with DEM simulations and choose the parameter set which fits best to all experiments. But if many parameters are involved, the parameter space is very large and this approach is not feasible. More intelligent approaches are based on neural network [270] or genetic algorithms [271]. The calibration procedure in this work was inspired by the calibration framework DEcalioc [272], which was made available to the public. This tool performs a multi-variable, multi-objective optimization in two steps: first, an optimization with surrogate models built by Latin hypercube sampling (LHS) of the DEM models; second, a Levenberg-Marquardt optimization with the real DEM models and the results of the first optimization stage as the starting point. The framework was tested in a preliminary study [266]. It was found that the first optimization stage already provides a good parameter set and the second stage of the optimization shows little or no improvement at all. This was explained by the discrete character of the DEM simulations which can lead to steep gradients or no gradient at all when the optimization algorithm builds the Jacobian matrix within the Levenberg-Marquardt algorithm. Besides the little benefit of the second stage it is computationally costly as it requires DEM model evaluations to calculate the derivatives in the Jacobian matrix and new function values.

Therefore it was decided to follow an own calibration approach, which is depicted in figure 5.14. It consists of three stages, in each of these stages two of the six unknown contact parameters are determined. Each stage starts with a Latin hypercube sampling (LHS) of the respective DEM models. In the LHS, the possible range of each parameter is split into the same number of subintervals and samples are randomly created in a way that each subinterval contains only one sample point. In two dimensions like here, it can be visualized by a chess board with rooks, which cannot take each other. From the results at the sample points surrogate models of the DEM models, more precisely Kriging models of the contact parameters $p$, are created. This is done in the same way as in DEcalioc (universal Kriging with linear trend and anisotropic Matérn-Covariance, for more details see [272]). From the surrogate models $f_i(p)$, the residuals $Res_i$ to the experiment for the $i$-th target value $y_{Exp,i}$ are
Figure 5.14: Calibration procedure

constructed:

\[
Res_i = \frac{f_i(p) - y_{Exp,i}}{y_{Exp,i}}. \quad (5.7)
\]

Their quadratic sum is then minimized to give the contact parameters at each stage.

In the first stage, these contact parameters are the particle-particle sliding and rolling friction coefficients \( \mu_{pp} \) and \( \mu_{R,pp} \). The angle of repose and horizontal conveyor experiments with the glued particles are mainly dependent on these parameters, so that their results are taken as target values and surrogate functions of DEM models of these experiments are created. The only remaining parameter needed for the simulations of the experiments is the particle-particle restitution coefficient \( e_{pp} \), which is kept constant at this stage as it only has a minor influence.

In the following second stage the angle of repose and the horizontal conveyor experiment on a flat surface is used to determine the particle-wall rolling and sliding friction coefficients \( \mu_{pw} \) and \( \mu_{R,pw} \). The particle-particle friction coe-
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Coefficients are taken from the first calibration stage. The restitution coefficients have no influence as shown in the sensitivity analysis, so that it is reasonable to keep their values fixed.

In the final third stage, the plate impact experiment delivers the particle-particle and particle-wall restitution coefficients $e_{pp}$ and $e_{pw}$. In contrast to the two previous stages, where there were two target values to determine two parameters, the plate impact experiment offers the four masses in the boxes as target values to determine two parameter values. As we will see in the result section, we need three of them. As the mass in box four has the highest measurement uncertainty, the masses in the first three boxes were chosen.

The presented calibration approach in stages has the following advantages over the simultaneous calibration:

- Significantly less simulations are needed to build accurate two-dimensional surrogate models than 6D models.

- The 2D surrogate models can be visualized easily which is not possible with 6D models.

- The global search for initial values for the minimization of the residuals is computationally very expensive in six dimensions.

The only disadvantage of the calibration in stages is the assumption of certain parameters to be constant in each stage. For example, the particle-particle restitution coefficient $e_{pp}$ has a minor influence on the outcome of the angle of repose and horizontal conveyor simulations, but is kept constant in the first two stages. Besides this, for both the simultaneous and the stage approach the use of surrogate models instead of the DEM models for the minimization introduces an error. Therefore, at the end of the calibration process, the results are checked by running the DEM models with the gathered parameters and the deviations from the target values are determined.

5.2.4 Calibration results

In calibration stage one, a LHS of the angle of repose and horizontal conveyor experiment with glued particles was conducted with 100 sampling points in the parameter range $[\mu_{pp}, \mu_{R,pp}] \in [0.1, 0.8] \times [0.05, 0.6]$ to obtain the Kriging functions shown in figure [5.15]. The contour plot of the angle of repose simulation is similar to the one shown by Wensrich et al. [145]. The angle of repose increases with both rolling and sliding friction coefficients, even extreme angles can be obtained with high values of these coefficients. The horizontal conveyor simulation mainly shows a dependence on the sliding friction coefficient.
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(a) Angle of repose on a surface laminated with particles

(b) Time to transport 100 g to the scale via the horizontal conveyor with glued particles on its surface

Figure 5.15: Contour lines of the two Kriging functions in calibration stage 1 for Carbo HSP13 particles, each function generated from 100 sample points of the respective DEM simulation. The intersection point of the dashed experimental target value contour lines is marked with a dot.

As expected from the sensitivity study. However, for higher sliding friction coefficients the rolling friction coefficients have more and more importance.

The contour lines of the experimental target values are highlighted with the dashed red lines. The intersection of these lines from the angle of repose and horizontal conveyor experiment gives the rolling and sliding friction coefficients between the particles, indicated by a red dot. The curves only intersect at one point and measurement errors would not alter this intersection point very much. It can be concluded that this first calibration stage with the glued particle surfaces is well suited to determine $\mu_{pp}$ and $\mu_{R,pp}$.

The experiments and models for the second stage are the same, except that no particles are glued to the contact surfaces. Thus the sliding and rolling friction coefficients $\mu_{pw}$ and $\mu_{R,pw}$ between the particles and the contact surfaces affect the result. Based on the LHS of the DEM models, the Kriging func-
Determination of Model Parameters

The respective ones for the angle of repose and the for the transport time on the horizontal conveyor are shown in figure 5.16 for the Carbo HSP13 particle size. The particle-particle parameters were taken from the first calibration stage and the restitution coefficients were set to the fixed value of 0.6, as they have minor influence.

Figure 5.16: Contour lines of the two Kriging functions in calibration stage 2 for Carbo HSP13 particles, each function generated from 100 sample points of the respective DEM simulation. The intersection point of the dashed experimental target value contour lines is marked with a dot.

The contour plot for the angle of repose shows some different characteristics than the previous plot for a glued particle surface and the particle-particle coefficients. In general, if both the particle-wall sliding and rolling friction coefficient are high, the base of the pile is stable and the pile angle is determined by the particle-particle friction coefficients $\mu_{pp}$ and $\mu_{R,pp}$. Here, for example, the maximum angle is just above $30.5^\circ$, which is the target value of calibration stage one. If one decreases either $\mu_{pw}$ or $\mu_{R,pw}$ below a certain value, the base of the pile breaks down and the wall parameters have an impact on the
angle of repose. This happens most noticeably for sliding friction coefficients $\mu_{pw} < 0.3$, where the rolling friction $\mu_{R,pw}$ has minor influence. Above a value of 0.3 the impact of $\mu_{pw}$ is not so dominant anymore and the rolling friction $\mu_{R,pw}$ stronger influences the angle of repose.

The horizontal conveyor simulation is barely influenced by $\mu_{R,pw}$ if the sliding friction $\mu_{pw}$ is below about 0.35. If the sliding friction is above this value, increasing the rolling friction leads to a higher particle residence time on the plate and the sliding friction has only minor influence.

The DEM models are the same for different contact surfaces, so that both the target values for steel and alumina are drawn as dashed lines into the same plot. Both intersection points are in a region where the gradient of both the angle of repose and the transport time on the plate is bigger in the direction of the sliding friction coefficient $\mu_{pw}$ than in the direction of the rolling friction coefficient $\mu_{R,pw}$. Therefore the reliability of the gathered sliding friction coefficient can be considered higher than the one of the rolling friction coefficient. Nevertheless, the rolling friction value is almost the same for both contact materials, which can make sense, as both contact surfaces are flat and the particle shape is also the same.

In the third calibration stage, a LHS of the plate impact simulation was performed with restitution coefficients $[e_{pp}, e_{pw}] \in [0.2, 0.9] \times [0.2, 0.9]$. For the Carbo HSP13 particle size this leads to the Kriging functions for the box masses shown in figure 5.17. As expected from the sensitivity analysis, the Kriging surface for the first box looks essentially different from the Kriging surfaces of the other boxes. In the entire parameter range, the mass in the first box is reduced if either the particle-particle or the particle-wall restitution coefficient is increased. This is not the case for the other boxes; here only the particle-wall restitution coefficient $e_{pw}$ is the deciding parameter. Also, there is a steep peak in the Kriging surfaces for these boxes. The experimental target value, in this case for steel and indicated by a dashed red line, is always close to this peak and could be on either side of it. To decide on which side, two of the boxes 2-4 need to be included in the analysis. Here boxes 2 and 3 were taken and it is clear, that this leads to a particle-wall restitution coefficient around 0.43. As the mass in box 1 is sensitive to $e_{pp}$, it was possible to determine both restitution coefficients with this experiment.
The calibration results of all particles are summarized in table 5.7. The rolling friction values of all particles are by about a factor of 3 lower between the particles than between a particle and a wall. This makes sense, as one can imagine that a particle rolls easier on the convex surface of another particle than on flat ground. As mentioned, the particle wall rolling friction $\mu_{R,pw}$ is hard to determine in calibration stage two; above a value of about 0.3 the simulations are not very sensitive to this parameter anymore, which is considered the reason of the variation in $\mu_{R,pw}$ between particle types. In some cases, the contour lines of the angle of repose and the horizontal conveyor simulation did not intersect.
Table 5.7: Results of the three-stage parameter calibration process

<table>
<thead>
<tr>
<th>Material</th>
<th>Stage</th>
<th>µ_{pp}</th>
<th>µ_{pw}</th>
<th>µ_{R,pp}</th>
<th>µ_{R,pw}</th>
<th>ε_{pp}</th>
<th>ε_{pw}</th>
</tr>
</thead>
<tbody>
<tr>
<td>Carbo HSP13 Steel</td>
<td></td>
<td>0.69</td>
<td>0.31</td>
<td>0.09</td>
<td>0.27</td>
<td>0.74</td>
<td>0.44</td>
</tr>
<tr>
<td>Al2O3</td>
<td></td>
<td>0.38</td>
<td>0.41</td>
<td>0.27</td>
<td>0.78</td>
<td>0.30</td>
<td></td>
</tr>
<tr>
<td>SG10H Steel</td>
<td></td>
<td>0.53</td>
<td>0.31</td>
<td>0.16</td>
<td>0.38*</td>
<td>0.46</td>
<td>0.43</td>
</tr>
<tr>
<td>Al2O3</td>
<td></td>
<td></td>
<td></td>
<td>0.40†</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Carbo HSP16/30</td>
<td></td>
<td>0.61</td>
<td>0.30</td>
<td>0.12</td>
<td>0.42</td>
<td>0.77</td>
<td>0.44</td>
</tr>
<tr>
<td>Steel</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Al2O3</td>
<td></td>
<td>0.38</td>
<td></td>
<td></td>
<td>0.30</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Carbo HSP20/40</td>
<td>Steel</td>
<td>0.71</td>
<td>0.29</td>
<td>0.09</td>
<td>0.45*</td>
<td>0.89</td>
<td>0.45</td>
</tr>
<tr>
<td>Al2O3</td>
<td></td>
<td>0.36</td>
<td></td>
<td></td>
<td>0.49†</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Carbo HSP30/60</td>
<td>Steel</td>
<td>0.72</td>
<td>0.30</td>
<td>0.13</td>
<td>0.50*</td>
<td>0.82</td>
<td>0.44</td>
</tr>
<tr>
<td>Al2O3</td>
<td></td>
<td>0.39</td>
<td></td>
<td></td>
<td>0.42</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

*: no intersection of contour lines
†: simulation of AOR was in all points too low

in calibration stage two. The values of µ_{pw} and µ_{R,pw} are obtained by taking the closest distance between the contour lines in this case. Due to the high sensitivity of the horizontal conveyor experiment to µ_{pw} (almost vertical line in figure 5.16) its value could still be determined accurately. There was also no intersection point or better not even an experimental AOR contour line when the target angle of repose from the experiment could not be reached by the surrogate model. This happened when the measured angle of repose on the alumina board was slightly higher than on the surface with the glued particles. In both of these experiments the base of the pile is stable and the pile angle is only controlled by particle-particle friction. As µ_{pp} and µ_{R,pp} come from the first calibration stage, the maximum angle of repose in the second calibration stage ideally is the target angle from stage one.

The sliding friction coefficient to a wall µ_{pw} is very similar among different particle types. With a value between 0.36 and 0.41 it is for all particles higher on the alumina insulation board than on steel with a value between 0.29 and 0.31. This was expected from the sensitive roughness of the materials. The sliding friction between the particles µ_{pp} is essentially higher than between particles and both wall materials µ_{pw}. This could be assumed from the horizontal conveyor experiments without glue, because no fixed first particle layer developed. It is hard to tell what causes the large difference between µ_{pp} and µ_{pw}. The particles have a ceramic surface as the alumina board, probably their shape has an impact on the sliding friction coefficient, too. Interesting to note is the relatively large difference in µ_{pp} between the SG10H particles from the company Saint Gobain to the other particles produced by CarboCeramics.
This is attributed to the different surfaces of the particles, which can be seen in the microscopic images in figure 5.1. The particle-wall restitution coefficients $e_{pw}$ on steel are with values between 0.43 and 0.45 very similar between the different particle types. As $e_{pw}$ did not change significantly between particle types for steel as contact parameter, for the alumina insulation board it was decided to calibrate it only for the Carbo HSP13 particles. On the insulation board $e_{pw}$ has a value of 0.3, which is clearly lower than on steel with 0.44. The results are in accordance with preliminary high-speed camera tests with single particles, which also showed a lower restitution coefficient on the insulation board.

The particle-particle restitution $e_{pp}$ shows more variation between particle types than $e_{pw}$. There is a significant difference between the SG10H particles from Saint Gobain and the other particles from Carbo Ceramics: The Carbo Ceramics particles have a particle-particle restitution coefficient between 0.74 and 0.89, while it is 0.46 for the SG10H particles. This probably relates to the different surface as discussed above for the particle-particle friction coefficient. Ideally, both the calibration with steel and with the insulation board as contact partner should result in the same particle-particle restitution coefficient $e_{pp}$. Here the value of 0.776 for the Carbo HSP13 particles on the insulation board is close to 0.742 on steel, which confirms the results.

Since the calibration was done in stages and based on surrogate models, the results were finally checked with the DEM models. DEM simulations of the calibration experiments were conducted with the final parameter sets and the deviations from the experimental values were obtained. They are listed in table 5.8. For the angle of repose and the horizontal conveyor experiments both with and without glued particles to walls they are mostly below 4%, the maximum is a angle of repose deviation of −8.4%. It must be noted that the angle of repose has some natural variance, as avalanches can be formed and single particles can cause the angle to differ noticeably. The mass in box 1 in the plate impact experiment also shows little deviation, whereas the masses in boxes 2 and 3 significantly differ, in one case by almost 60%. This is caused by the high gradient with respect to the wall restitution coefficient $e_{pw}$ in the DEM model for boxes 2 and 3, which can be seen in figure 5.17 for the Carbo HSP13 particles. The target value from the experiment is just on the edge of the peak; a small change in $e_{pw}$ causes a large increase or decrease in the mass in the boxes. This high sensitivity to $e_{pw}$ was a desired feature of the plate impact experiment. It is expected that the surrogate model for the masses in boxes 2 and 3 has large deviations from the DEM model near the peak position, because the peak is very narrow and hence only sampled by a few points during the Latin hypercube sampling. However, the high sensitivity also implies that large deviations in the masses in boxes 2 and 3 can be accepted as
long as the peak position is represented correctly. This is expected to be the case for the given deviations if one compares their magnitude with the contour levels in figure 5.17. Hence the obtained values for $e_{pw}$ are considered to be reliable.

Table 5.8: Final check of calibration results: deviations of DEM simulations of the calibration experiments from the experimental values when the simulations are conducted with the final parameter sets

<table>
<thead>
<tr>
<th>particles</th>
<th>angle of repose</th>
<th>transport time on horizontal conveyor</th>
<th>masses in boxes in plate impact simulation</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>wall $\alpha_{\text{glued}}$, $\alpha$</td>
<td>$t_{100\text{glued}}$, $t_{100\text{}}$</td>
<td>$m_1$, $m_2$, $m_3$</td>
</tr>
<tr>
<td>Carbo HSP13 Steel</td>
<td>1.4% 0.1% -1.3%</td>
<td>-0.2% 0.7% 40.5% -52.3%</td>
<td></td>
</tr>
<tr>
<td>Al2O3</td>
<td>-2.9%</td>
<td>0.1% -0.4% -19.2% 2.1%</td>
<td></td>
</tr>
<tr>
<td>SG10H Steel</td>
<td>3.1% -3.5% -1.2%</td>
<td>1.5% -3.4% 59.2% 14.0%</td>
<td></td>
</tr>
<tr>
<td>Al2O3</td>
<td>-3.0%</td>
<td>-0.1%</td>
<td></td>
</tr>
<tr>
<td>Carbo HSP16/30 Steel</td>
<td>1.2% -3.3% -1.3%</td>
<td>2.0% 1.0% 12.4% 0.5%</td>
<td></td>
</tr>
<tr>
<td>Al2O3</td>
<td>-3.5%</td>
<td>-0.2%</td>
<td></td>
</tr>
<tr>
<td>Carbo HSP20/40 Steel</td>
<td>-1.4% -0.0% -4.0%</td>
<td>2.0% -5.2% -30.1% -5.6%</td>
<td></td>
</tr>
<tr>
<td>Al2O3</td>
<td>-8.4%</td>
<td>0.1%</td>
<td></td>
</tr>
<tr>
<td>Carbo HSP30/60 Steel</td>
<td>0.1% -6.2% -2.8%</td>
<td>1.1% -10.2% -19.3% -10.1%</td>
<td></td>
</tr>
<tr>
<td>Al2O3</td>
<td>-1.7%</td>
<td>-0.1%</td>
<td></td>
</tr>
</tbody>
</table>

5.2.5 Coarse graining

As described in section 3.6, coarse graining is useful to speed up the simulation. The contact parameters must be adapted in this case. This was done here by increasing the particle diameter in the DEM setups leading to the Kriging functions in the calibration. Some phenomena are difficult to describe by coarsed grained particles, especially the flow within narrow gaps, for example through the funnel of the angle of repose experiment. In the simulations the funnel was therefore replaced by an insert region with the same mass flow and exit velocity as the funnel. All simulations were performed with exactly the same masses and mass flows. If the coarse-graining factor

$$CG = \frac{d_{\text{Sim}}}{d_{32,\text{Exp}}} = \frac{d^*}{d_p}$$

is high, it causes some inaccuracies in the post processing, for example in the angle of repose determination as the pile surface is not so smooth anymore. Therefore only moderate CG factors were investigated: particle diameters $d^*_p$ of 2 mm, 2.5 mm and 3 mm were used for the calibration of the Carbo HSP13 particles instead of the real size diameter $d_p$ of 1.6 mm.
The resulting parameters visualized in figure 5.18 show that the particle-particle sliding friction coefficient $\mu_{pp}^*$ drops with increasing CG factor. This is intuitive as bigger particles harder glide above each other in the laminated horizontal conveyor experiment, similar to a surface with higher coarseness. To match the target residence time of the real sized particles, $\mu_{pp}^*$ has to decrease with the CG factor accordingly. To still meet the angle of repose then, the particle-particle rolling friction coefficient $\mu_{R,pp}^*$ has to increase, which is overall the case.

The particle-wall sliding friction coefficient $\mu_{pw}^*$ basically does not change if coarse graining is applied. This was expected, since this coefficient also barely changed between particle sizes; the particles behave in an arrangement similar to a rigid body on the horizontal conveyor and the size of the particles therefore has little influence on $\mu_{pw}^*$. It also agrees with the literature [157]. Like in the case of real size particles, the particle-wall rolling friction coefficient $\mu_{R,pw}^*$ is
5.2 Calibration of Mechanical DEM Parameters

hard to calibrate exactly because the simulations are barely sensitive to $\mu^*_{R,pw}$ for values above 0.3, so that the trend in the points for $\mu^*_{R,pw}$ has no special physical meaning.

The particle-particle restitution coefficient $e^*_{pp}$ drops with the CG factor due to less frequent collisions in the coarse-grained case, which should be explained by the kinetic gas theory in the following. The collision frequency of a single particle in the kinetic gas theory is

$$z = \pi d_p^2 \bar{v} N V,$$

(5.9)

where $\bar{v}$ is the average particle velocity and $N$ the number of particles in a volume $V$. The average particle velocity is assumed to be the same in the coarse-grained simulation to preserve kinetic energy. Since $d_p$ scales with $CG$ and $N$ with $1/CG^3$, $z$ scales with $1/CG$. The collision frequency of all $N$ particles is then proportional to $1/CG^4$. The energy dissipation over time due to particle-particle collisions is proportional to the collision frequency of all particles and the energy dissipation per collision, which scales with $1 - e^2_{pp}$ and the mass of the particle. It follows

$$\frac{\text{energy dissipation due to p-p collisions}}{\text{time}} \sim \frac{1 - e^2_{pp}}{CG},$$

(5.10)

because the mass of each particle scales with $CG^3$. If one assumes that energy dissipation over time should remain the same for coarse-grained simulations, $e^*_{pp}$ has to follow the relationship

$$e^*_{pp} = \sqrt{1 - (1 - e^2_{pp}) \cdot CG},$$

(5.11)

which is indicated by a dotted line in figure 5.18. The same expression was derived by Lu et al. with similar reasoning. The formula predicts a decline of $e^*_{pp}$, but less pronounced as it is seen in the curve obtained by the calibration. By the collision frequency with a wall it can be shown in a similar way, that the particle-wall restitution coefficient $e^*_{pw}$ should be independent of $CG$. This is clearly seen in the results, $e^*_{pw}$ does not alter noticeably when coarse-graining is applied. It should be noted that in other studies the restitution coefficient is considered invariant, following the derivation from Bierwisch. In this derivation it is stated that the number of collisions per volume and time scales with $1/CG^3$, which is questionable. The decreasing particle-particle restitution coefficient with coarse graining factor in the present work supports the expectation mentioned in and the derivation by Lu et al.
For a coarse-graining factor of 1.9, the solution of the optimization problem for the plate impact simulation jumps from the valley between peaks of masses $m_2$ and $m_3$, which look similar to the ones shown in figure 5.17, to a lower value of $e_{pw}^*$, because further lowering $e_{pp}^*$ is not possible. It is very questionable if $e_{pp}^*$ and $e_{pw}^*$ would describe other experiments well in this case, so that their values are shown as unconnected, empty markers in figure 5.18.

5.2.6 Concluding remarks

In summary, DEM parameters for two wall materials and five different sorts of bauxite particles were determined with the developed three-stage calibration procedure. Only moderate variations in the resulting parameters were observed among particle types, in particular the sliding friction $\mu_{pw}$ and particle-wall restitution $e_{pw}$ barely differed. With ceramic insulation board as contact partner, the particle-wall friction was higher and the particle-wall restitution coefficient lower than on steel, as it was expected. Rolling friction was found to be necessary to describe the motion behavior of the investigated particles. The rolling friction coefficient between a particle and a wall $\mu_{R,pw}$ is confined to a value above $\approx 0.3$, but a precise value can hardly be determined with the calibration approach. In general, the obtained parameters are considered to be reliable due to the consistency of the calibration results with the sensitivity study and findings from literature.

Additionally a study was conducted to provide parameters for coarse-grained simulations. The particle-wall sliding friction $\mu_{pw}$ and the particle-wall restitution coefficient $e_{pw}$ were found to be invariant to coarse-graining, while particle-particle friction $\mu_{pp}$ and particle-particle restitution $e_{pp}$ decreased with increasing coarse-graining factor. As the restitution coefficient $e_{pp}$ is often assumed to be invariant to coarse graining in the literature, the results were analyzed in detail and could be explained by kinetic particle theory. The determined parameters for both the real size and coarse-grained particles can be useful for other researchers, as no calibrated parameters for bauxite particles have been published before. If other than Bauxite particles should be used, the developed calibration procedure can be applied to them as well. Besides the calibration, knowledge about the motion behavior on the horizontal conveyor was gained, which will be useful for future experiments with the receiver shown in figure 2.3.
6 Model Validation and Verification


In this chapter the developed models were tested. The inter-particle conduction model, the radiation model and the particle-wall heat transfer model were validated, meaning that simulation results obtained with the models were compared to experimental results or analytical solutions. The implementation of the chemical reaction model was verified by checking the energy balance in a test case.

6.1 Inter-Particle Conduction Model

The inter-particle conduction model described in section 4.2.1 is validated in multiple steps: First, the proposed way to connect a continuum model with the discrete element method is checked and the constant $K_{pp}$ in the model is determined. Then the applicability of the selected continuum model was validated for a solar receiver environment in a vacuum receiver experiment for low pressures and high temperatures. Finally the coarse graining modifications described in section 4.4 are tested and the validity of the derived time step limit is demonstrated.

6.1.1 Connection between continuum and discrete model

In section 4.2.1 an approach to connect the ZBS continuum model for the effective thermal conductivity of a packed bed with the discrete element method was introduced. The proposed hypothesis in equation (4.10) should be checked here and $K_{pp}$ should be determined for various thermal cutoff distances $C_{cutoff,HT}$. 
The cylindrical test case for this purpose is shown in figure 6.1. It consists of a cylindrical particle bed, which has a diameter of $20d_p$ and a bed height to bed diameter ratio of 10. An artificial heat source is set to all particles in the center region of the particle bed, located within a radius of two particle diameters. All particles in the outside region of the bed, located at a distance more than $17d_p$ to the center, are set to the fixed temperature 300 K. The top and bottom of the bed are adiabatic, as external radiation is not activated. Due to the high height to diameter ratio and the adiabatic axial ends, it can be assumed that the heat only propagates in radial direction. For this case, the effective thermal conductivity in radial direction can be determined from the steady state case:

$$
\lambda_{\text{eff}} = \frac{\dot{Q} \ln\left(\frac{r_1}{r_2}\right)}{2\pi L (T_2 - T_1)}.
$$

(6.1)

In this equation, $T_1$ and $T_2$ are temperatures averaged within a thin slab at radius $r_1 = 6d_p$ and $r_2 = 13d_p$, which are both neither in the central heat source region nor in the outer fixed temperature region. The heat flow $\dot{Q}$ is obtained by summing up all artificial heat sources of the central particles. Tests with different total conductivities $H_t$, particle diameters $d_p$ and heat transfer cutoff distances were conducted. The effective thermal conductivities determined by equation (6.1) are shown in figure 6.2 for various particle diameters and a heat transfer cutoff distance of 1.1 particle diameters. As one can see, $\lambda_{\text{eff}}$ is proportional to $H_t$ as expected for a fixed particle diameter and particle arrangement. The slopes of these curves are extracted and $K_{\text{pp}}$ in equation (4.10) is calculated for various diameters and heat transfer cutoff distances. The mean values averaged over the particle diameters and the deviations to the mean value are shown in figure 6.3 over the particle diameter. The maximum deviation from the mean is about 2%, so that the hypothesis for $K_{\text{pp}}$ to be constant for a specified heat transfer cutoff distance is considered to be an accurate and reasonable approach.

To be able to compute $H_t$ from the previously calibrated $K_{\text{pp}}$ and the effective bed conductivity $\lambda_{\text{eff}}$ according to equation (4.10), one needs to know the
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Figure 6.2: Effective thermal conductivity of the bed for various particle-particle total conductances and particle diameters

void fraction. However, as it is a bulk property, it is not available in the DEM software during the computation. Therefore, the local void fraction is obtained from the number of neighbors within the heat transfer cutoff range, which is available anyway so that no costly additional computation is needed. Figure 6.4 shows the correlation between number of neighbors within the heat transfer cutoff range and the void fraction. A linear regression describes the correlation sufficiently. It is also observed that the void fraction decreases with increasing particle diameter. This is because the same contact parameters were used for all particle diameters. As rolling friction has a higher impact on the smaller particles, this causes the packing to be less dense than the packing composed of larger particles.

6.1.2 Continuum model under vacuum and high temperature conditions

In the preceding section it was shown that equation (4.10) is a valid approach to connect a continuum model with the discrete element method. However, the continuum model itself needs to be validated. The selected ZBS continuum model is widely applied and established, but it has never been tested under simultaneous vacuum and high temperature conditions. However, these conditions appear in solar receivers for thermochemical fuel production as described in section 2.1.2 Therefore, the ZBS model was validated for these conditions in scope of this work by comparing temperatures from an irradi-
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Figure 6.3: Normalized calibration factor over particle diameter for various heat transfer cutoff distances

6.1.2.1 Experimental setup

A packed bed of the ceria particles, whose properties have been determined in section 5.1, was placed in a vacuum chamber and irradiated by the DLR high-flux solar simulator in Cologne, Germany. A schematic of the experimental setup is shown in figure 6.5. The concentrated flux of the solar simulator hits a water cooled mirror and is directed downwards through a 32 mm thick quartz glass window into the main vacuum chamber. Within this chamber the flux impinges on a cylindrical bed of ceria particles, which is surrounded by vacuum-formed alumina insulation of cylindrical shape. The insulation itself is surrounded by a water cooled black enclosure to maintain well defined boundary conditions and to protect the vacuum chamber from overheating.
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Figure 6.4: Correlations between the number of particles participating in heat transfer $N_{HT}$ and void fraction for different cutoff distances.

Figure 6.5: Schematic of the experimental setup for the validation of the ZBS continuum model under vacuum and high temperature conditions.

Within the particle bed the temperature is measured at various positions in the vertical and radial direction as depicted in figure 6.6. For TC 1 and TC 2 alumina-sheathed type R thermocouples were used, for the others steel-
sheathed type K thermocouples with a diameter of 1 mm. They were placed horizontally in the bed and at a circumferential angle of 90° to each other to reduce their influence on the temperature distribution in the bed. The connection to the data acquisition system was established via an electrical feedthrough; therefore the cold junction compensation was made at the plug within the vacuum chamber. To check the complete measurement chain, all thermocouples were tested with a thermocouple calibrator at temperatures of 600, 900 and 1200°C, once before the experiments and once after the experiments to check for temperature drifts. No significant drift was observed and the difference to the reference thermocouple was always below 1% for all thermocouples used in this study. The vertical positions of the steel-shielded thermocouples in the bed were measured before and after the experimental campaign with a caliper, the uncertainty in the measurement was assumed to be ±0.5 mm. As the fixation of the ceramic-shielded type R thermocouples was more difficult, the uncertainty in their position was expected to be higher. Pictures without particles present were taken over the mirror by an optical camera placed sideways behind the xenon arc lamp to determine the thermocouple positions in the lateral directions relative to the cooling frame. With the same camera pictures and videos of the particle bed surface were taken during irradiation through a radiation protection glass. The bed surface and the cooling frame were monitored by a webcam. Additionally an infrared camera with a filter for glass windows measured the surface temperature of the particle bed. With the filter the camera operates in a spectral range where the window transmissivity is high, so that temperatures of objects behind the window can be determined. To verify that the measurement through the win-
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Figure 6.7: FMAS radiation flux measurement for a lamp current of 165 A

dow is possible, preliminary tests were conducted where the temperature of ceria particles in an oven was measured with and without the window present in the optical path; the temperature of the IR camera was also compared with the temperature of a thermocouple which was placed into the particle bed in the oven. These pre-tests showed in general good measurability through the window; for temperatures below 1000 °C the deviation between thermocouple measurement and IR measurement was between 0 and 5%. However, for higher temperatures the deviations were higher, with a maximum of 13% for one measurement at an oven temperature of 1350 °C. Therefore it was decided to use the IR measurements just as a qualitative measure and not investigate the deviations further.

Radiation flux measurement A single xenon arc lamp of the solar simulator was used for all experiments. It was driven with three different currents: 100 A, 140 A and 165 A, corresponding to a respective peak flux density of 271, 469 and 602 kW/m² or total flux of 0.57 kW, 1.32 kW and 1.84 kW. Two-dimensional flux density profiles were measured with the FMAS measurement system [274] in the plane of the bed surface prior to the actual vacuum experiment, without the reactor or window present. Figure 6.7 shows the measured radiation flux for a lamp current of 165 A. As the Xenon arc lamps need some time to heat up and reach their maximum power, the time dependent behavior of the profiles was recorded with a radiometer.
Pressure control system  The pressure in the main vacuum chamber was measured with two pressure gauges; first, with a Pfeiffer PKR 251 in the full pressure range up to ambient pressure with an accuracy of \( \pm 30\% \). Second, with an Inficon Porter CDG020D having an accuracy of \( \pm 1\% \) in the pressure range 10-1000 Pa; data from this gauge was always used when the pressure was in its operational range. The main chamber pressure was controlled by a bang-bang control method. Therefore, a second vacuum chamber, here called pre-chamber, was installed between the main vacuum chamber and the vacuum pump. The pressure in this chamber was also measured with a CDG020D gauge. The pre-chamber has about 6% of the main chamber volume and can be closed on both sides by the pneumatic valves \( V_1 \) and \( V_2 \). In normal operation, the vacuum pump works continuously and the pumped flow is controlled by the valves. First, the pre-chamber is evacuated and only \( V_1 \) is open. If the pressure in the main chamber is above the desired value, both valves are closed. Shortly after that \( V_2 \) is opened and the pressures in the pre-chamber and the main chamber equilibrate. The pressure in the main chamber drops by a small amount, while it increases in the pre-chamber by a large amount. After the equilibration, the cycle starts again and repeats until the target pressure is reached in the main chamber. With this control mechanism, the pressure in the main chamber fluctuated around the target pressure in a defined bandwidth, which was set to 3 Pa for the experiments. An example with a target pressure of 40 Pa is shown in figure 6.8. With the pressure control mechanism also the gas flow rate could be measured. The leakage rate at ambient temperature
and vacuum was around 0.1\(\mu\)mol s\(^{-1}\). When heating the bed under vacuum with pressures below 500 Pa, the gas flow increased to about 1.5\(\mu\)mol s\(^{-1}\) for the 100 A cases, 3\(\mu\)mol s\(^{-1}\) for the 140 A cases and to 6\(\mu\)mol s\(^{-1}\) for the 165 A cases. During heating these rates slowly decreased. After switch-off of the simulator, a pressure drop was observed in the chamber. If this happens, the control mechanism simply leaves valve V2 closed. Converting the pressure drop over time into a molar flow by the ideal gas law resulted in a peak with similar magnitude as the flows during heating. In the end, the gas flows could not clearly be identified as gas coming from the reduction of the ceria particles and can rather be attributed to water condensation or insulation outgassing.

**Measuring procedure** In each experiment the pressure was set to a certain target pressure with the pressure control system. After reaching the target pressure, video recording with the optical camera and infrared camera was started and the solar simulator was switched on. Pictures of the webcam were stored by a LabView program every 15 seconds; temperatures, pressures and other data from the control cabinet every second. Most experiments were stopped before the temperatures within the bed reached steady state, as steady state is not necessary to compare with the transient simulations. After each experiment the bed was irradiated with a lamp current of 100 A at ambient pressure to oxidize possibly reduced particles at temperatures below 900\(^\circ\)C. This was done in preparation for the next experiment to have the same initial state.

### 6.1.2.2 Continuum simulation model for packed bed

To check whether the ZBS continuum model is applicable under high temperature and low pressure conditions, the idea is to reproduce the experimental setup in a continuum simulation deploying the ZBS model and to compare the measured temperatures with the simulated ones. Therefore a transient thermal analysis was carried out in ANSYS Mechanical. The simulation domain comprises the insulation, the particle bed and the thermocouples only; the particle bed is assumed to be a continuous body. The thermocouples were incorporated because they had a noticeable influence on the temperature distribution for the very low bed conductivities arising at low pressures. This made three-dimensional simulations necessary. For the thermal conductivities of all materials, temperature dependent values were used. The particle bed was meshed with tetrahedral elements with maximum edge length 2 mm, the insulation with maximum edge length 10 mm. A mesh refinement by a factor of two changed the temperature at all thermocouples at all times not more than 0.2 %, so that the mesh was considered to be fine.
enough. Automatic time stepping was chosen, but the time step size was limited in certain time regions. For example, around switch on and switch off time of the solar simulator, the time step was restricted to 1 s. To check for the influence of the time step limits on the results, all time step limits were halved for one case. The maximum change in temperature at thermocouple 5 was at all times below 0.7%. A fixed temperature boundary condition is applied to the bottom and outer circumferential surface of the insulation. It was set according to the measured temperatures in the experiment. Radiation, natural convection to the surroundings and an incoming radiative heat flux is specified as the boundary condition for the top surface of both the particle bed and the insulation. For the heat transfer coefficient a correlation for a horizontal plane from Churchill as cited in [238] was used. The chemical reaction of ceria is not included in the simulation, because the energy consumed by the reaction is at all times expected to be lower than 1% of the heat conducted into the bed, which is shown in detail in [112].

The incident radiative heat flux on the particle bed equals the transmitted flux of the solar simulator through the window. Hence the measured flux profiles shown in figure 6.7 were preprocessed to use them in the ANSYS software: under the good assumption of being axisymmetric they were averaged in circumferential direction and were multiplied by the total transmissivity of the window. This transmissivity was determined from wavelength-dependent attenuation and reflection data as described in [275]. The solar simulator was assumed to have a spectrum of a black body at 5777 K. This resulted in a total transmissivity of 0.90 for the 32 mm thick window. A gain factor from the calorimeter measurement was used to incorporate the startup-behavior of the lamps. In figure 6.9 the flux profiles are shown immediately after switch on and after 6 minutes (steady state) for the lamp currents 100 A, 140 A and 165 A. The total flux on the bed for the respective currents is 0.51 kW, 1.19 kW and 1.66 kW in steady state. Small misalignments of the simulator beam were detected by image processing of optical camera pictures. Pictures taken over the mirror during the heat up phase were analyzed to determine the center of the simulator beam relative to the cooling frame. One picture without particles was taken before the experiments to know the positions of the thermocouples. The gathered positions of the thermocouples and the beam position were incorporated in the simulation setup. Technically, for each experiment a two dimensional flux profile was exported from MATLAB and imported in ANSYS as external data, which was scaled with a time-dependent factor to include the lamp startup behavior and to switch off the lamp. The simulation parameters are summarized in table A.1 in the appendix. The table also contains an estimation of the uncertainty in each parameter. How these uncertainties could affect the simulation results is shown in figure A.5 in the appendix.
Figure 6.9: Extracted radiation profiles from flux measurement which were used for the simulations, including the transmission of the window. Grey curves with circles: immediately after switch on of simulator, black curves with squares: after reaching steady state

6.1.2.3 Results

In figure 6.10 an example for the measured bed temperatures is shown for a lamp current of 165 A and a pressure of 40 Pa. The simulator lamp was switched on at time 0 and switched off after 5550 s, indicated by the vertical line. For the type R thermocouple TC1 located about 3 mm below the bed surface only temperatures above 500 °C can be read with the data acquisition system. Due to its proximity to the bed surface, this thermocouple reached the highest temperature, in this case 1252 °C. This is in good agreement with the IR camera measurements, which showed bed surface temperatures above 1300 °C. Thermocouple TC2 indicates a maximum temperature of 1190 °C. At the center of the bed, 10.4 mm above the bottom, the temperature of thermocouple TC3 was 1115 °C at shutoff time. Thermocouples TC4 placed 7.8 mm above bottom and TC5 placed 2.1 mm above bottom showed maximum tem-
temperatures of 925°C and 511°C, respectively. Since the heat needs some time to travel through the bed, there is some delay between lamp switch on/off and temperature response, most noticeable for thermocouple TC5. The tempera-

ture of this thermocouple is influenced by the particle layers above with their respective temperature and thermal conductivity. Therefore it can be seen as an indicator how well the heat is conducted overall and thus will be used to compare the experiment and simulation in the following. The temperature of TC5 is shown for lamp currents of 100 A, 140 A and 165 A in figure 6.11, figure 6.12 and figure 6.13, respectively. Both the experiment and simulation are shown for various pressures. The lamp switch off is indicated with a grey light bulb. The expected pressure dependence of the thermal conductivity was clearly seen in the experiments. The time delay at switch on and switch off increased with lower pressures; the inclination of the temperature curves was lower at lower pressures and the time to reach steady state also increased.

Figure 6.10: Temperature at various thermocouple locations for highest lamp current of 165 A and pressure of 40 Pa. Vertical line marks lamp shutoff.
Figure 6.11: Temperature of thermocouple TC5 at various pressures and a lamp current of 100 A. Results from experiments and simulations; light bulbs indicate when the solar simulator was switched on (yellow) and off (grey).

For example, for the lowest pressure steady state was still not reached after 3 hours, while it was reached after about 1 hour for the ambient pressure case, see figure 6.11. The simulations show good agreement with the experiments in general, the deviation between experiment and simulation is in almost every case within the error band of the simulations, which is given in an exemplary case in appendix A.5. To obtain a quantitative measure of the agreement, the mean relative difference between simulation and experiment was calculated for each thermocouple. Twenty equally spaced sample times $t_i$ were used, 10 during the heat up phase and 10 during the cool down phase. The mean relative difference (MRD) is then

$$\text{MRD} = \frac{\sum_{i=1}^{20} \left| 1 - \frac{T_{\text{Sim}}(t_i)}{T_{\text{Exp}}(t_i)} \right|}{20}. \quad (6.2)$$
Averaged over all experiments the MRD was 4.2% for thermocouple TC5. For thermocouples TC4, TC3, TC2 and TC1 the average MRD was similar with 4.1%, 7.5%, 8.8% and 6.6%, so that curves for the other thermocouples are not shown in figure 6.11, 6.12 and 6.13. At ambient pressure, a larger deviation can be observed in the cool down phase for all lamp currents. Here the temperature in the experiment decreases faster than in the simulation, even though the model fits the experiment well in the heat up phase. This leads to a maximum deviation in temperature of about 50°C for all lamp currents. At first sight, one could consider boundary conditions or bed conductivity as the reason for this deviation. However, wrong boundary conditions would also affect the simulations at lower pressures, but they show good agreement with the experiment, also in the cool down phase. Wrong bed conductivity would affect both the heat up and the cool down phase, but the heat up phase matches well. A possible reason could be the insulation material which conducts more heat than expected. This effect is most important at ambient...
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Figure 6.13: Temperature of thermocouple TC5 at various pressures and a lamp current of 165 A. Results from experiments and simulations; light bulbs indicate when the solar simulator was switched on (yellow) and off (grey)

pressure as the heat propagation in the bed is an order of magnitude faster than at vacuum conditions and heat flux reaching the insulation is higher than at vacuum conditions.

Below ambient pressures, the simulated temperatures match the experimental ones or are slightly lower, except for the lowest pressure case at each lamp current. The qualitative behavior is the same when a pressure was measured at multiple lamp currents, which is a good indicator for the validity of the results. The 5000 Pa, 1000 Pa, 500 Pa and 100 Pa cases for the respective lamp currents show a very good agreement between model and experiment. The biggest underestimation of the temperature by the model happens at 200 Pa. The biggest overestimation occurs for all lamp currents at the lowest pressure,
namely at 25 Pa, 28 Pa and 40 Pa. To investigate the low pressure cases further, the data of the experiment with a lamp current of 140 A and a pressure of 28 Pa is plotted in figure 6.14 in more detail. Besides thermocouple TC5 also the other thermocouples are shown, which are located above TC5 in the bed, as indicated in figure 6.6. For all thermocouples a good agreement between model and experiment is observed, also during the cool down phase. For TC4 and TC5 the temperatures are slightly overestimated by the model, while they are slightly underestimated for TC3, TC2 and TC1. This behavior was observed for each lowest pressure case at the respective lamp current; with the exception that at the highest lamp current of 165 A also the maximum temperature at TC4 is underestimated. Additionally the underestimation in TC3, TC2 and TC1 is bigger than for the other lamp currents. As the bed temperature is higher overall due to the higher flux on the bed the temperature of TC4 at 165 A is similar to the one of TC3 at a lamp current of 140 A. This indicates that the effective bed conductivity under these vacuum conditions is slightly underestimated by the ZBS model at high temperatures, while it is slightly overestimated at low temperatures. Nevertheless, the deviations are still small considering all the possible influences in simulation and experiment. Thus it can be stated that the ZBS model performs well under vacuum conditions and high temperatures for an irradiated ceria particle bed.
If coarse graining is applied, the coefficients $H_t$ and $H_w$ need to be adapted as described in section 4.4. Here it is tested how well this adaption works for $H_t$. Therefore the cylindrical test case from section 6.1.1 was simulated, but this time not with a fixed $H_t$, but with one calculated by the calibrated $K_{pp}$ and equation (4.55). In this way, also the implementation of the ZBS model into the extended LIGGGHTS® code in general was checked. In figure 6.15 the obtained thermal conductivities calculated from the DEM simulations with coarse-graining are compared with the thermal conductivity calculated by the ZBS model. A good agreement is found, meaning the coarse graining only marginally influences the result and the implementation of the ZBS model in the DEM code can be expected to be correct.
6.1.4 Stability of explicit integration scheme

In section 4.2.3 a stability limit for the numerical integration scheme to update the particle temperature was derived, as no limit was found in literature even though this scheme is used in the majority of DEM codes. Since estimates are used during the derivation and local perturbations can also cause instabilities (for example because not all particles have the same number of neighbors), the derived time step limit via the van Neumann analysis is not a sharp one and should be checked here. Therefore the cylindrical test case in figure 6.1 was tried to be solved with different time steps, starting with a large one and decreasing it until a steady state solution could be obtained. This was
done for three thermal cutoff distances \( C_{\text{cutoff,HT}} \) and two total particle-particle conductances \( H_t \). The results and the limit calculated from equation (4.29) are shown in figure 6.16. The prediction of the critical time step by equation (4.29) is in practice in good agreement with the one seen in the actual simulations. It can be concluded that the derived limit is well suited to estimate a time step. This gives the possibility to increase the speed of DEM heat transfer simulations with non-moving particles significantly.

**6.2 Radiation Model**

To check the implemented MCRT model for the radiation calculation, the results of basic test cases are compared to analytical solutions and for a more complex test case of a packed bed with many particles the results are compared to another radiation model.
6.2.1 Basic test cases

The basic test cases are shown in figure 6.17. For these test cases the emissivity was set to unity, so that the diffuse-specular radiation distribution factor \( D'_{ij} \) is equal to the view factor or configuration factor \( F_{ij} \). In test case (a) the view factor from the sphere to each of the 6 walls of the cube should be 1/6 due to symmetry. Each wall of the cube was discretized into 100 triangles and the sum of the view factors from the sphere to each of these triangles indeed converged to 1/6 [249]. To check radiation between walls, various combinations of the squares in figure 6.17(b) consisting of two triangles were simulated. Wall-to-wall view factors matched with the correlations from literature. It was assured that shadowing is taking place, for example in a test case with the purple, green and brown surfaces the brown one should not see the purple one. By changing the surface orientations it was also verified that the directional requirements are fulfilled, for example that the ray is only counted on a surface if it is hit on the front side. Finally the view factor between two spheres of different size was calculated for various distances between them [249] and compared to data from the literature as shown in figure 6.18. The MCRT solution coincides with the literature data in all cases.

6.2.2 Comparison with a continuum model for a packed bed

To check the radiation model for an arrangement of many particles, the radiation in a cylindrical packed bed similar to the one in figure 6.1 was simulated. An additional heat source was set for particles in the center of the cylinder and the temperature of particles located outside a certain cylinder radius was fixed. The particle-particle heat transfer was deactivated in LIGGGHTS® by
Figure 6.18: View factor between two spheres of different size at various distances to each other. Comparison of reference values from [276] with ones calculated by the Monte-Carlo ray tracing of the C++ program developed in this work.

setting $H_t$ to zero. Radiation source terms were calculated with the separate C++ program by shooting 10 rays per sphere and updated in an appropriate time interval, which had to be smaller for higher temperatures. The simulation was stopped when a steady radial temperature profile was reached and the effective conductivity was determined according to equation (6.1). The results for various temperatures are shown in figure 6.19 for an emissivity of (a) $\varepsilon = 1.0$ and (b) $\varepsilon = 0.7$. Also shown is the effective bed conductivity of the ZBS model with the parameters corresponding to the test case, which are

- $k_p \to \infty$, since the LIGGGHTS® model has a uniform particle temperature
- $p \to 0$ for no conductive gas heat transfer
- $\varphi = 0$ for no conduction heat transfer between particles through the
contact point

- Void fraction 0.4013, calculated from the DEM data

![Figure 6.19](image)

Figure 6.19: Effective particle bed conductivity due to radiation for \(d_p = 2 \text{ mm}\). Comparison between Monte Carlo Ray Tracing (MCRT) and Zehner-Bauer-Schlünder model (ZBS)

The MCRT solution shows an remarkable agreement with the ZBS model, considering the simplicity of the ZBS model approach. As expected, the effective radiative conductivity of the bed decreases for a lower emissivity; here it is interesting that the ZBS model predicts a higher effective bed conductivity than the MCRT code for \(\varepsilon = 1.0\), while the opposite is true for \(\varepsilon = 0.7\). The relative deviation between the models is higher at lower emissivity. A possible reason could be more reflections, which should lead to more inaccuracies in the ZBS model as it is assuming a simple geometric arrangement of particles and as it is derived from the radiative transport in a small gap between parallel plates [234].

In summary, the results of the shown test cases give high confidence that the ray tracing model works as desired. The good agreement with the radiative part of the ZBS model shows that the error in the short-range radiation calculation which is made if one applies the simplifications in section 4.3.1.4 is small. Additionally, the packed bed test case also showed that only a few rays per sphere are sufficient in the MCRT model to reach a steady state in overall heat transfer, if the MCRT calculation is repeated in a short time interval. This is discussed in more detail in the following.
6.2.3 Study on the number of rays and the coupling interval

Monte Carlo ray tracing can never be expected to be exact, because it is a stochastic method. Therefore an accuracy statement should be accompanied with a confidence level\cite{277}. The calculation of the radiation distribution factor \( D_{ij} \) can be compared to a biased coin flip and its accuracy at a given confidence increases with the square root of the number of rays\cite{277}. Emitting only 10 rays per sphere like in the previous section means that a high error in the radiation distribution factor between spheres is expected. However, in practice the overall bed temperatures and heat flows are relevant, so that this high error in \( D_{ij} \) can be accepted. This was checked by comparing radial temperature profiles of the cylindrical test case from the previous section 6.2.2 for various numbers of emitted rays per sphere. Additionally, two different coupling time intervals between DEM and MCRT code were investigated. The heat source terms of each particle in the central, heated region of the particle bed were increased compared to the previous section to have more pronounced temperature profiles. In figure 6.20 they are shown after 20 s for a fixed outer shell temperature of 1500 K and the same initial temperature of all particles.

Indeed a number of 10 rays per sphere is sufficient to obtain an accurate temperature profile, both for a coupling time of 0.1 s and 0.5 s the curves nearly coincide with the ones with 5 rays per sphere. It should be noted that the number of rays shot per time is inversely proportional to the coupling time. Hence the temperature profile at a coupling time of 0.5 s and 1 ray per sphere shows the largest deviation, followed by the one with 3 rays per sphere. If the coupling time is decreased to 0.1 s, already 1 ray per sphere is enough to sample a proper radial temperature profile in the particle bed.

Averaging the temperature of a number of particles to obtain a radial temperature profile is also a reason why the ray number requirement is so low. Local perturbations are expected to be higher. As an example a single particle in 6 mm radial distance to the bed center at half the bed height is picked. Its temperature after 20 s is calculated first by shooting 1 ray per sphere and coupling every 0.1 s and then also by shooting 5 rays per sphere and coupling every 0.5 s. These calculations are repeated ten times, so that a standard deviation can be given for both calculation ways. The results are depicted in figure 6.21. In both calculation ways, the maximum difference in particle temperature between the samples is about 100 K. Also the sample standard deviation is similar with 30.6 K and 25.5 K. It can be concluded that the amount of rays per sphere and time is important for the accuracy of the result. As the temperature update is usually done in the DEM code to include other heat transfer modes, the coupling time must not be chosen too large and rather a small coupling time and a small number of rays per sphere should be
Figure 6.20: Temperature profile of cylindrical test case in radial direction after 20 seconds, shown for various numbers of rays shot per sphere and two different coupling time intervals between the DEM and the MCRT code selected. If one is not interested in the temperature of each particle but in the one of the agglomerate, 1 ray per sphere and a coupling time of 0.1 s is sufficient.
6.3 Particle-Wall Model

The particle-wall model was validated in two steps. First, the conduction within the wall was compared with an analytical solution. Second, the wall temperature was fixed and a test case from the literature was reproduced to check the conduction between particles and wall.

6.3.1 Conduction within wall

To test the conduction within the wall, two parallel, quadratic walls of edge length 1 m and separated by a tiny gap of 0.01 mm were generated, as schematically shown in figure 6.22(a). The only heat transfer allowed between these walls was radiation. The emissivity of both walls was set to $\varepsilon_{\text{top}} = \varepsilon_{\text{bot}} = 0.6$, each of their thickness to $l = 0.1$ m and their thermal conductivity to $\lambda_w = 1$ W m$^{-1}$ K$^{-1}$. The walls were discretized into 20 elements each and a fixed temperature boundary condition was selected, 300 K for the bottom and 1500 K for the top wall. A total of 4 million rays were shot from the two walls for the ray tracing. This setup was chosen since it can be represented by a thermal resistance network depicted in figure 6.22(b), from which the two wall surface temperatures $T_1$ and $T_2$ were obtained by itera-
$T_{\text{top}} = 1500 \text{ K}$

$T_{\text{bot}} = 300 \text{ K}$

(a) Simulation setup schematic

(b) Thermal resistance network

Figure 6.22: Parallel plate test case, not to scale

In table 6.1 they are shown side-by-side to the ones obtained from the wall model and the ray tracing. The deviations are extremely small, also for other temperatures and emissivities not shown here, so that thermal conduction through walls can be considered to be treated correctly by the separate C++ program.

<table>
<thead>
<tr>
<th>Temperature</th>
<th>Iterative solution of resistance network</th>
<th>Solution of ray tracing and wall model</th>
<th>Relative deviation</th>
</tr>
</thead>
<tbody>
<tr>
<td>$T_1$</td>
<td>939.476 K</td>
<td>939.479 K</td>
<td>-0.00032 %</td>
</tr>
<tr>
<td>$T_2$</td>
<td>860.524 K</td>
<td>860.515 K</td>
<td>-0.00105 %</td>
</tr>
</tbody>
</table>
For the particle-wall conduction validation, a two-dimensional test case of Kwapisnka et al. [278] was replicated. They investigated the heat transfer from an isothermal wall of 343 K to particles with initial temperature of 293 K in a drum at various rotational speeds. The results were compared to the penetration model of Schlünder [256]. This continuum model describes the heat transfer process as a series of two thermal resistances: a contact resistance $1/\alpha_{WS}$ and a penetration resistance $1/\alpha_{bed}$. The penetration resistance can be derived from a semi-infinite body subjected to a sudden wall temperature change, for which the analytical solution

$$\frac{T(x,t) - T_0}{T_w - T_0} = 1 - \text{erf}\left(\frac{x}{4\sqrt{\alpha t}}\right)$$

(6.3)

can be obtained [279]. For small arguments, the error function can be approximated by

$$\text{erf}(\zeta) = \frac{2}{\sqrt{\pi}} \zeta, \quad \text{for} \quad \zeta \ll 1$$

(6.4)

On the wall of the semi-infinite body, Fourier’s equation then gives

$$\alpha_{bed,t} \left( T_w - \bar{T} \right) = -\lambda \frac{\partial T}{\partial x} \bigg|_{x=0} \Rightarrow \alpha_{bed,t} = \frac{T_w - T_0}{T_w - \bar{T}} \frac{1}{\sqrt{\pi}} \frac{\sqrt{\rho c_p \lambda}}{\sqrt{t}}$$

(6.5)

The fraction of temperature differences in the right term tends towards unity in a semi-infinite body, because the average bed temperature $\bar{T}$ tends towards the initial temperature $T_0$. This leads to the penetration heat transfer coefficient given by Schlünder [256]

$$\alpha_{bed,t} = \frac{1}{\sqrt{\pi}} \frac{\sqrt{\rho c_p \lambda_{bed}}}{\sqrt{t}},$$

(6.6)

which scales with the inverse square root of time. This time-dependency is indicated with the index $t$. Considering only conduction and no radiation, the contact heat transfer coefficient $\alpha_{WS}$ is the particle-wall heat transfer coefficient from equation (4.53) times the share of area $\xi$ covered by particles [256]

$$\alpha_{WS} = \xi \alpha_{WP}$$

(6.7)

and should therefore not change over time. The overall heat transfer resistance from the wall to the particles is then

$$\frac{1}{\alpha_t} = \frac{1}{\alpha_{WS}} + \frac{1}{\alpha_{bed,t}}$$

(6.8)
and the energy balance for the whole bed is

\[ mc_p \frac{dT}{dt} = \alpha_t A (T_w - T) \]  \hspace{1cm} (6.9)

Through integration, one obtains the time-averaged overall heat transfer coefficient from the wall to the bed [278]:

\[ \alpha = \ln \left( \frac{T_w - T_0}{T_w - T} \right) \frac{mc_p}{A} \frac{1}{t} \]  \hspace{1cm} (6.10)

The validation of the particle-wall model is based on this time-averaged overall heat transfer coefficient. A two-dimensional drum half filled with particles was simulated with the identical parameters as in the study of Kwapinska et al., except for the particle diameter, which was changed from 8 mm to 2 mm. The particle diameter was reduced because the time window where the assumption of a semi-infinite body is valid was found to be very small for the 8 mm particles; this will be discussed later. The parameters are summarized in table 6.2 and a picture of the particle arrangement is shown in figure 6.23.

In accordance to the paper of Kwapinska et al., the case was simulated with wall-particle heat transfer coefficients 500, 1000 and 100000 W m\(^{-2}\) K\(^{-1}\) and the time-averaged overall heat transfer coefficient was evaluated according to equation (6.10). The results are shown in figure 6.24 in logarithmic axes. While the curve for the extremely high heat transfer coefficient \(\alpha_{WP} = 100000\) W m\(^{-2}\) K\(^{-1}\) immediately drops, the other two curves show a constant overall heat transfer coefficient in an initial time span. This is the expected behavior as the heat transfer to the bed is controlled by the particle-wall contact resistance for these short heat transfer durations, until the first layer of particles on the wall has the same temperature as the wall, as indicated by the maximum particle temperature in figure 6.25. For the 1000 W m\(^{-2}\) K\(^{-1}\) case for example, the asymptotic value of \(\alpha\) for short times is 744 W m\(^{-2}\) K\(^{-1}\). According to equation (6.7) this corresponds to a wall area coverage of 74%, a reasonable value as the value for the 3D case is reported to be about 80% [238]. The curves of \(\alpha_{WP} = 100000\) W m\(^{-2}\) K\(^{-1}\) and \(\alpha_{WP} = 500\) W m\(^{-2}\) K\(^{-1}\) lead to the same area coverage.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>drum diameter</td>
<td>0.25 m</td>
</tr>
<tr>
<td>(d_p)</td>
<td>2 mm</td>
</tr>
<tr>
<td>(\rho_p)</td>
<td>2500 kg m(^{-3})</td>
</tr>
<tr>
<td>(c_p)</td>
<td>836 J kg(^{-1}) K(^{-1})</td>
</tr>
<tr>
<td>(\alpha_{PP})</td>
<td>100 W m(^{-2}) K(^{-1})</td>
</tr>
</tbody>
</table>
For very long times, all curves fall together and approach the slope of $-0.5$ in the double logarithmic plot, which was expected from equation (6.6). If one would simulate even longer times, the assumptions of a semi-infinite body would break down at some point as there is no infinite reservoir of spheres at initial temperature in the real case. A smaller particle diameter means less time to heat up the first particle layer, so that there is a larger time span in which the slope should approach $-0.5$ in the double logarithmic plot. With the original particle diameter from Kwapinska et al., this time span was very short, so that the diameter was decreased as stated previously.

In summary, the developed and implemented particle-wall model showed the expected behavior, both for the heat conduction within the wall itself and for the conduction between particle and wall. Hence it was validated successfully. Additionally the half-filled drum test case served as another validation of the particle-particle model.
Figure 6.24: Time-averaged overall heat transfer coefficient

Figure 6.25: Minimum, maximum and average particle temperatures in two-dimensional drum simulation
6.4 Verification of Chemical Reaction Model

The chemical source term for ceria was implemented by modifying the heat capacity of the particle in equation (4.25). To check if this approach works and if it was implemented correctly, a simple test case shown in figure 6.26 was constructed. It consists of two particles on top of each other, the lower one with a temperature of 2000 K and the upper one with a temperature of 1500 K. The pressure is set to 25 Pa and according to figure (4.22) the particles A and B have the reduction extent $\delta_A$ and $\delta_B$.

If the chemical reaction model was implemented correctly, the overall energy $E_{\text{tot}}$ should not change when the particles exchange heat between and only between themselves. The components of the overall energy, the total chemical and thermal energy of the two particles should change though, as the reduction extent is an exponential function of temperature. In table 6.3 it can be seen that this is the case. After the equilibration of the heat transfer, both particles have the same temperature of 1821.2 K, which is above the mean initial temperature. This is because some of the chemical energy from the initial configuration was transformed into thermal energy. The overall energy differs only by 0.007 J, so that the chemical reaction model can be considered to be implemented correctly.

![Figure 6.26: Test case for verification of chemical reaction model](image-url)
### Table 6.3: Results of chemical reaction model verification

<table>
<thead>
<tr>
<th></th>
<th>$T_A$ (K)</th>
<th>$T_B$ (K)</th>
<th>$\delta_A$</th>
<th>$\delta_B$</th>
<th>$Q_{th}$ (J)</th>
<th>$Q_{chem}$ (J)</th>
<th>$E_{tot}$ (J)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Initially</td>
<td>1500</td>
<td>2000</td>
<td>0.0028</td>
<td>0.1018</td>
<td>334.500</td>
<td>58.114</td>
<td>392.614</td>
</tr>
<tr>
<td>After equilibration</td>
<td>1821.2</td>
<td>1821.2</td>
<td>0.0400</td>
<td>0.0400</td>
<td>348.117</td>
<td>44.510</td>
<td>392.627</td>
</tr>
</tbody>
</table>
7 Model Application to the CentRec Particle Receiver Prototype

The aim of this thesis is to enable DEM simulations with heat transfer of solar particle receivers and particle receiver-reactors. In this chapter the model is applied to the prototype of the centrifugal particle receiver (CentRec, section 2.1.1), which was investigated in the dissertation of Wu [40]. The purpose is to demonstrate the full model, its feasibility and the power of the DEM. The CentRec prototype was chosen because of several reasons. First, well documented experimental data is available. Second, the receiver type is considered to be used in multiple future projects. Third, the particle motion in the receiver was only modeled with rheology models so far and these were not coupled with heat transfer [260]. It exists a one dimensional heat transfer model, but it assumes a particle motion in the receiver [40]. A model capturing both the motion and the heat transfer is desired.

7.1 Experimental Setup and Observations

The cross-sectional view of the receiver geometry is shown in figure 7.1. The whole receiver rotates around its centerline, driven by a belt drive (1) and rolling on 4 wheels placed around the perimeter (2). Particles enter the receiver through the feeding tube (3) and are distributed on the receiver walls by the feeding cone (4). The rotation speed $\Omega$ is set so high, that the particles build a film on the wall of the cylinder (5) due to the centrifugal force. The cylinder has a length of 0.26 m and an inner diameter of 0.17 m. At the outlet (6) of the receiver, Wu [40] found a tiny barrier half a particle diameter high necessary to establish a stable particle film. The radiation from the solar simulator (10) enters the receiver through the aperture with a diameter of 0.138 m, spillage is captured by the radiation shield (7). The particles leave the receiver through a collection ring (8). The insulation (9) is fixed in the housing.

Wu [40] conducted numerous experiments and varied the input power, the particle mass flow, the rotation speed and the inclination angle of the receiver.
Due to limitations imposed by the solar simulator, the receiver was tested only at part load with relatively low particle mass flows. Except of the mass flow at the outlet of the collection ring, which was measured by a weighing system, only qualitative observations of the particle motion are available from the experiment. To obtain a particle film on the receiver wall, the particle barrier near the outlet was found to be necessary. In initial experiments particles were accumulating in the upper region of the receiver, until these buildups broke down again, so that a periodic mass flow was measured as depicted in figure 7.2. This undesired behavior was reduced by the introduction of vibrations on the bearing wheels. Temperatures were measured by thermocouples alongside the rotating cylinder and by a temperature measurement ring (TMR). In this TMR, shown in blue near the particle barrier (6) in figure 7.1 particles were collected periodically in small chambers and the temperature was measured in the center of them. In addition to the thermocouples the particle temperature in the cylinder was also measured by an infrared camera. More details on the experimental setup are found in [40].

One of the conducted experiments was selected for simulation with the developed DEM particle receiver model. Specifications of this experiment are displayed in table 7.1. This dataset, as well as all other complete and well
Table 7.1: Selected experiment from Wu

<table>
<thead>
<tr>
<th>Property</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mass flow</td>
<td>6 g/s</td>
</tr>
<tr>
<td>Incoming Power</td>
<td>5.8 kW</td>
</tr>
<tr>
<td>Inclination Angle</td>
<td>45°</td>
</tr>
<tr>
<td>Measured outlet temperature</td>
<td>688 °C</td>
</tr>
<tr>
<td>Rotation Speed</td>
<td>171 RPM</td>
</tr>
</tbody>
</table>

documented datasets, were obtained while imposing vibrations on the receiver. Unfortunately, no information about these vibrations is available. Due to this lack of information and in order to better understand the periodic mass flow, the vibrations are omitted in the DEM model. It is described in the following section.

7.2 Model Setup

7.2.1 Receiver geometry and particle insertion

From the CAD geometry in figure 7.1 a simplified surface geometry was deduced. It consists of 11 parts which are listed in table 7.2 and make up the receiver shown in figure 7.3. The geometry of the receiver was kept almost exactly the same as in the CAD file, except for the outlet, which had a very
complex shape. It was replaced by a simple collection ring (8). As the little particle barrier before the outlet was found to be very important in the experiments, it was also included (part 6 and 7). Mesh parts 1-7 were specified as rotating with a period of 0.35 s, which corresponds to 171 RPM like in the experiment. Particles are inserted in a region within the inlet tube at a constant mass insertion rate of $\dot{m} = 6 \text{ g/s}$ every 100 DEM time steps, after an initial filling process during which a mass rate of $\dot{m} = 100 \text{ g/s}$ is filled in within 10 s.

### 7.2.2 Contact model coefficients

The experiment was conducted with the Carbo HSP13 bauxite particles, whose contact model parameters were calibrated in section 5.2 for smooth, stainless steel as contact partner. Since the interior of the CentRec prototype cylinder has custom-made grooves in the material and is therefore noticeably rougher than the stainless steel plate, modifications of the contact parameters were necessary. It was assumed that all parameters remain the same, except of the wall friction coefficients. To determine them, an additional experiment with the original CentRec prototype cylinder shown in figure 7.4 was conducted. A pile of particles is placed in the empty, horizontal cylinder (figure 7.4(b)).
Table 7.2: Wall boundary conditions

<table>
<thead>
<tr>
<th>Id</th>
<th>Name</th>
<th>Boundary condition</th>
<th>depth (mm)</th>
<th>$\varepsilon$</th>
<th>$c_p$ (J kg$^{-1}$ K$^{-1}$)</th>
<th>density (kg m$^{-3}$)</th>
<th>$\lambda_w$ (W m$^{-1}$ K$^{-1}$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>cylinder with conical end</td>
<td>$T_{\text{outside}} = 298$ K</td>
<td>72.5</td>
<td>0.4</td>
<td>1130</td>
<td>400</td>
<td>0.168</td>
</tr>
<tr>
<td>2</td>
<td>fins, side A</td>
<td>coupled to 3</td>
<td>1.5</td>
<td>0.4</td>
<td>420</td>
<td>8400</td>
<td>13.4</td>
</tr>
<tr>
<td>3</td>
<td>fins, side B</td>
<td>coupled to 2</td>
<td>1.5</td>
<td>0.4</td>
<td>420</td>
<td>8400</td>
<td>13.4</td>
</tr>
<tr>
<td>4</td>
<td>feeding cone, side A</td>
<td>coupled to 5</td>
<td>1.5</td>
<td>0.4</td>
<td>420</td>
<td>8400</td>
<td>13.4</td>
</tr>
<tr>
<td>5</td>
<td>feeding cone, side B</td>
<td>coupled to 4</td>
<td>1.5</td>
<td>0.4</td>
<td>420</td>
<td>8400</td>
<td>13.4</td>
</tr>
<tr>
<td>6</td>
<td>particle barrier, side A</td>
<td>coupled to 7</td>
<td>1.5</td>
<td>0.4</td>
<td>420</td>
<td>8400</td>
<td>13.4</td>
</tr>
<tr>
<td>7</td>
<td>particle barrier, side B</td>
<td>coupled to 6</td>
<td>1.5</td>
<td>0.4</td>
<td>420</td>
<td>8400</td>
<td>13.4</td>
</tr>
<tr>
<td>8</td>
<td>collection ring</td>
<td>$T_{\text{outside}} = 298$ K</td>
<td>72.5</td>
<td>0.4</td>
<td>1130</td>
<td>400</td>
<td>0.168</td>
</tr>
<tr>
<td>9</td>
<td>feeding tube</td>
<td>$T_{\text{outside}} = 298$ K</td>
<td>72.5</td>
<td>0.4</td>
<td>1130</td>
<td>400</td>
<td>0.168</td>
</tr>
<tr>
<td>10</td>
<td>aperture, side A</td>
<td>coupled to 11</td>
<td>1.5</td>
<td>0.4</td>
<td>420</td>
<td>8400</td>
<td>13.4</td>
</tr>
<tr>
<td>11</td>
<td>aperture, side B</td>
<td>coupled to 10</td>
<td>1.5</td>
<td>0.4</td>
<td>420</td>
<td>8400</td>
<td>13.4</td>
</tr>
</tbody>
</table>

(a) Side view

(b) Front view

Figure 7.4: Experiment to evaluate the roughness of the CentRec prototype

The cylinder is then slowly tilted by manually lifting the 2 meter long bar it is mounted to (figure 7.4(a)). The tilt angle at which all particles have left the cylinder is noted. Due to the high temperatures the cylinder has seen at the particle exit, the roughness is sensibly lower there than at the entrance; this coincides with a color change of the steel. Therefore, two experiments were conducted: one with the pile in the front and one with the pile in the back part of the cylinder. If the particles are placed in the back, the angle at which all particles have left the cylinder is $23^\circ$, while it is $19^\circ$ if the particles are placed in the front part.
The experiment was simulated in LIGGGHTS® as visualized in figure 7.5. The cylinder tilting rotation period was set to 1500 s so that the rotation was sufficiently slow like in the experiment. Figure 7.6 shows the inclination angle at which all particles have left the receiver for various combinations of particle-wall sliding and rolling friction coefficients. It is obvious that the friction parameters determined in figure 5.2 are too low to mimic the behavior in the receiver, which was expected as they were calibrated on the smooth stainless steel surface. It would be desirable to have varying friction values along the length of the receiver. However, in the public version of LIGGGHTS®, only a single rotating geometry can be set which has a single wall friction coefficient. As a compromise it was tried to meet the mean angle of 21°. If sufficiently high, the rolling friction coefficient has little influence on the simulation outcome in the parameter region of interest. A rolling friction value to the wall of $\mu_{R,pw} = 0.3$ was chosen; this gives a sliding friction of $\mu_{pw} = 0.37$ to meet the angle of 21°. For simulations with a coarse graining factor of 1.88 the rolling friction value was kept at the original one for smooth steel, $\mu_{R,pw} = 0.37$. This results in the sliding friction coefficient $\mu_{pw} = 0.37$, which is the same as in the simulation without coarse-graining. This is consistent with section 5.2 where it was found that coarse graining basically does not affect the particle-wall
7.2 Model Setup

Figure 7.6: Inclination angle at which all particles have left the tilted receiver. Shown are DEM simulation results for various particle-wall sliding and rolling friction coefficients and the two experimentally obtained values when the particle pile is placed in either the back or the front part of the receiver sliding friction coefficient. The final parameter sets for the simulation of the CentRec prototype are given in table 7.3.

Table 7.3: Contact parameters for CentRec prototype simulations

<table>
<thead>
<tr>
<th></th>
<th>$\mu_{pp}$</th>
<th>$\mu_{pw}$</th>
<th>$\mu_{R,pp}$</th>
<th>$\mu_{R,pw}$</th>
<th>$\epsilon_{pp}$</th>
<th>$\epsilon_{pw}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>real particle size</td>
<td>0.69</td>
<td>0.37</td>
<td>0.09</td>
<td>0.30</td>
<td>0.74</td>
<td>0.44</td>
</tr>
<tr>
<td>coarse grained by factor 1.88</td>
<td>0.42</td>
<td>0.37</td>
<td>0.12</td>
<td>0.37</td>
<td>0.74</td>
<td>0.44</td>
</tr>
</tbody>
</table>

7.2.3 Heat transfer model settings

The boundary conditions for the walls were selected from the possible options described in section 4.3.2.2. For the largest mesh which is the cylinder with the conical end part, a fixed outside temperature condition was selected. This was done to be able to use the effective thermal conductivity of the receiver
walls determined by Wu [40], who assumed this boundary condition for her preliminary heat loss experiments. Because this effective value was available, the rotating cylinder was just modeled by one surface mesh, having the same density and heat capacity as alumina but the optical properties of steel. For all surfaces the emissivity was set to 0.4. The feeding tube and the particle collection ring were given the same properties as the cylinder, because no better information was available and both are rather unimportant regarding the heat losses. All other walls are coupled pairs. A pair is created by copying a surface, moving it a little and inverting the normals, as described in 4.3.2.2. They are necessary to include the solid conduction through the feeding cone with its fins, through the particle barrier and the ring in the aperture. The wall thickness of the steel parts was about 3 mm according to the CAD drawing, so that the thickness of the coupled walls was set to half this value. As no heat capacity and density of the insulation material is given by Wu, values for porous alumina insulation (Altraform KVS 174-400, Rath Group) were used. The steel parts in the receiver were made of Inconel 617 (2.4663), whose properties were obtained from [280]. For the particles, the same heat capacity as in the work of Wu was used (see section 5.1.4). The conductance between wall and particles was calculated according to equation (4.54). As shown in figure 7.7 it is a function of temperature. However, in the current implementation $H_w$ is a constant, so that one value at a specific temperature needs to be selected; here $600 \, ^\circ \text{C}$ was expected to be a reasonable value which gives $H_w = 0.00156 \, \text{W/K}$ for the Carbo HSP13 particles. If coarse-graining with a particle diameter of 3 mm is applied, a value of $H_w^* = 0.00551 \, \text{W/K}$ is obtained from equation (4.56).

![Figure 7.7: Conductance $H_w$ between wall and particle over temperature. Dots indicate the values taken for the simulations](image-url)
The file with the incoming rays was generated by the in-house ray tracing code SPRAY, which also delivered the input radiation in Wu’s work [40]. It traces the rays from the solar simulator and exports the ones which hit the aperture. The flux density in the aperture plane is shown in figure 7.8 once for about 4.5 million rays and once for the number of rays reduced by a factor of 50. The latter was used for the receiver simulations to save computation time.

![Figure 7.8: Flux density in aperture plane](image)

7.2.4 Coupling

The CentRec prototype rotates with about three rotations per second. This implies a very short coupling time if one would like to calculate the radiation very accurately in every time step, because the positions of the triangles and spheres change rapidly and therefore need to be updated frequently by LIGGGHTS®. However, in most cases we are not interested in temperature changes happening in the millisecond range and therefore we do not require each MCRT step to be accurate, but rather the average of MCRT steps over a longer time period. This enables us to use less rays and a higher coupling time than for an exact radiation solution at every time step. In the simulations presented here the coupling time is 0.05 s, which corresponds to a revolution of 50°. Only one ray per particle is emitted in every MCRT step, which is considered sufficient to describe bulk temperature distributions as discussed in section 6.2.3. The simulations were mostly performed on a machine with two Xeon E5-2697v3 processors and 64 Gb RAM. A 20-minute real time thermal simulation with about 34000 particles of 3 mm diameter needed about 5 days to complete on 16 cores.
7.3 Results and Discussion

7.3.1 Particle flow

Since Wu measured the mass flow at the exit of the collection ring, the same was done in the simulation by counting the particles through a control surface (CS) in a given time interval

\[ \dot{m}_{\text{out}} = \frac{1}{\Delta t} \sum_{i=1}^{N_{p,\text{CS}}} m_i , \quad \Delta t = 2 \text{s} \quad . \quad (7.1) \]

The resulting mass flow is shown in figure 7.9 for the original parameters calibrated in section 5.2. The insertion mass rate of 6 g/s is indicated by the horizontal line. Without coarse graining the mass flow becomes fairly constant after an initial phase which lasts about 4 minutes. If coarse-graining is applied, the mass flow shows more fluctuations, but not like the ones seen in the experiment in figure 7.2. In general the mass flows obtained from coarse grained simulations have more short-time peaks which is reasonable as the mass flow is determined from fewer particles passing the control surface. If the particle-wall friction is increased to account for the rough surface inside the receiver as described in section 7.2.2, both with and without coarse graining the fluctuations of the mass flow increase as depicted in figure 7.10. In the
simulations with real sized particles one can see fluctuations as observed in the experiment, but with lower amplitude. The period is similar, with 3.7 minutes it is only slightly higher than in the exemplary case shown by Wu; in her experimental data one can also find times when the period was 4 minutes and the amplitude was lower. If coarse graining is applied in the DEM simulation, clear periodic oscillations cannot be identified. At many times the mass flows from coarse-graining agree well with the original particle size simulations, but there are also time intervals where this is not the case. No clear pattern can be observed. Interestingly, there are some differences in mass flow when 32 instead of 16 CPUs are used for the calculation of this coarse grained case. This implies that a minor change of particle insertion location as it happened here through the change of processor boundaries affects the particle flow in the receiver significantly. This is in accordance with the general observation that the flow in the receiver is very unstable and minor changes to insertion mass flow or rotation speed can change flow behavior significantly, as it was also observed in initial simulations and in the experiment. The peak occurring in the simulation with the 32 processors is shown in figure 7.11(b) in more detail and shall be investigated in the following.

Therefore the axial mass distribution $m'(z)$ in the receiver was calculated
Figure 7.11: Mass flow and average temperature of the particles leaving the receiver collection ring, obtained from coarse grained simulations with modified Carbo HSP13 parameters from section 7.2.2 according to

\[ m'(z) = \frac{1}{\Delta z} \int_{z-\Delta z/2}^{z+\Delta z/2} m(\tilde{z})d\tilde{z} \]  

(7.2)

and shown in figure 7.12 along the normalized receiver axis. The particle barrier is at \( z = 0 \), the conical part starts at \( z = L \). In general, the mass per length and therefore the thickness of the particle film in the receiver decreases on its way to the outlet. At the onset of the peak in figure 7.11(b) at 830 s, it barely changes in the first half of the receiver and then drops towards the particle barrier (the TMR) in a convex curve. Subsequently, the mass near the receiver exit drops at 880 s and the highest outlet mass flow is reached in figure 7.11(b). Interestingly, the film thickness near the receiver entrance remains almost the same. After the outlet mass flow falls below the insertion rate at about 930 s, the film starts to build up again until the mass distribution profile at 1180 s looks similar to the profile at the beginning of the cycle at 830 s.

The magnitude of the axial velocity during these stages is shown in figure 7.14 over the circumferential angle \( \phi \) in the receiver. The circumference was divided into 6° segments in which the axial velocity was averaged during two receiver
revolutions. As expected, at peak outlet mass flow at 880 s the axial velocity is noticeably higher than during the rest of the cycle; this is even true at all circumferential angles. It can also be seen that the circumferential velocity profiles at the different times are similar in shape. For all times the minimum velocity is reached after the lowest point is passed; here gravity acts in the same direction as the centrifugal force, so that the particles are subject to a higher radial force at the wall while the force in the axial direction remains the same. Accordingly the peak velocity is reached after the particles have passed the highest point as gravity and circumferential force act in opposite radial direction. The fact that the minimum and maximum velocities are reached after and not at these respective points is due to the time which is needed for acceleration. As in all stages and all circumferential angles the axial velocity is well below 4 mm/s it can be stated that there is no rapid avalanching going on. This was also seen in the mass distribution, which did not change significantly during one revolution of the receiver. However, we have seen in figure 7.12 that it changes in axial direction over a longer time period. The view in circumferential direction in figure 7.13 shows that the discharge process does not happen uniformly; for example, at 880 s some areas are still completely filled, while for other areas in circumferential direction the film thickness is already significantly reduced. The subsequent buildup of the film is more uniform. Nonuniform distributions mean that there is an unbalance, which imposes undesired forces on the receiver.

It is concluded that even though the particle flow in the receiver is very sensible to small disturbances, i.e. mass flow or rotation speed, the DEM is able to describe the phenomena seen in the experiment, even with coarse-grained simulations. The method enables to analyze the particle motion in the receiver in detail and gives the possibility to quantify expected mass flows and for example unbalances and forces on the receiver, which is hardly possible with other methods.
Figure 7.12: Mass distribution along the receiver axis

Figure 7.13: Mass distribution on the receiver envelope
Figure 7.14: Axial particle velocity as a function of the circumferential angle. Averaged over two revolutions.
7.3.2 Heat transfer

Regarding heat transfer, Wu’s experiment offers the particle outlet temperature, an axial profile of receiver wall temperatures and rather qualitative infrared measurements. This data should be compared to the results obtained with the heat transfer models developed in this work, beginning with the particle outlet temperature, which was measured by the TMR in the experiment. As the particle temperature could equilibrate in this ring, in the simulation the energy-averaged temperature instead of the arithmetic mean was used for comparison. It is calculated by first defining the thermal energy of the particles leaving the collection ring as

$$
\dot{Q}_{p,\text{out}} = \frac{1}{\Delta t} \sum_{i=1}^{N_{p,CS}} m_i \int_{T_{ref}}^{T_i} c_{p,p}(\tilde{T}) d\tilde{T} , \quad T_{ref} = 25^\circ C
$$

(7.3)

and then interpolating the energy-averaged particle outlet temperature $\bar{T}_{out}$ from

$$
\int_{T_{ref}}^{T_{out}} c_{p,p}(\tilde{T}) d\tilde{T} = \frac{\dot{Q}_{p,\text{out}}}{\dot{m}_{out}} .
$$

(7.4)

Due to the oscillating mass flow, $\bar{T}_{out}$ also oscillates as shown in figure 7.11. When the outlet mass flow rises, the outlet temperature drops, which can be expected as the incoming radiative heat flow remains the same. In the experimental data of Wu temperature fluctuations of about 100 K could be observed, but no consistent dataset is available as she reduced the oscillations by the application of uncharacterized vibrations. Therefore the measured steady state outlet temperature is shown as a single value, indicated by a dashed horizontal line. The simulated temperatures oscillate around this line, so that a good agreement between simulation and experiment can be concluded.

In figure 7.16 the heat flows to the walls and to the particles as well as the radiative heat losses by reflection and emission through the aperture are depicted. The corresponding temperatures of particles and wall surfaces are shown in figure 7.15 with the colors and numbering of the receiver parts in figure 7.3. At the beginning of the heating process, there are almost no losses by emission as everything is at ambient temperature. With increasing temperature less input power ends up in the particles and the walls, as more is lost by emission through the aperture. The lost heat by reflection of the incoming radiation remains constant as the receiver is constantly filled with particles and the direction of the incoming irradiation does not change. Already after about 4 minutes the average temperature of the particles and the cylinder walls reaches a plateau and is then mostly influenced by the transient particle
flow. Since the collection ring is not irradiated directly but is only heated by particles pouring though it or by radiation from other walls, it heats up significantly slower. This is even stronger the case for the feeding cone, which is basically only heated by indirect radiation emitted or reflected from walls or particles. Even though these parts are nowhere near thermal equilibrium, the major insulation losses go into the rotating cylinder.

From the heat flows, the thermal receiver efficiency can be calculated as

$$\eta_{\text{th,Sim}} = \frac{\Sigma \dot{Q}_p}{\dot{Q}_{\text{solar}}}.$$  \hspace{1cm} (7.5)

It is in good agreement with the experimentally obtained efficiency of 0.77 by Wu [40], which is indicated by the dashed line in figure [7.16].

If the particle outlet temperature and the average particle temperature in the cylinder are compared, a big difference can be noticed; while the outlet temperature fluctuates around 700 °C with peaks above 800 °C, the average particle temperature in the receiver fluctuates around 330 °C. This is caused
by the incoming radiation not reaching the back of the receiver, which can be seen in figure 7.17. It shows the average heat source term for a single particle in axial and circumferential direction. The incoming radiation basically only hits the lower front half of the receiver. Accordingly, the particles remain relatively cold in the back part of the receiver as shown in figure 7.18. Since the particles in front are hot and see the cold particles in the back, they actually cool down by emission when they are in the upper part of the receiver and the heat source term is negative in figure 7.17. However, this does not lead to substantial temperature differences in circumferential direction as the rotational speed of the receiver is very high. This also demonstrates the assumption to couple the DEM code with the separate C++ program only every 0.05 s to be valid.

In the experiment the temperature distribution in the receiver was measured by a staggered array of thermocouples placed on the outer surface of the rotating cylinder, therefore not measuring the particle but wall temperature as visualized in figure 7.19(b). The temperature distribution Wu interpolated from the thermocouples in figure 7.19(a) is in good qualitative agreement with the simulated temperature distributions in figure 7.18. However, the temperature near the outlet is substantially higher in the simulation than in the experiment,
Figure 7.17: Average heat gain of a single particle in the receiver which is better seen in the axial temperature profile in figure 7.20. The figure shows the measured wall temperature and the particle temperature gathered from averaging the TMR ring measurements. In addition the wall and particle temperature profiles calculated by the thermal DEM model from this work are shown for three different times; also the simulated particle temperatures at the outlet of the collection ring are shown as squares; they are not necessarily in line with the temperature profile as they were energy-averaged as described above, while the other temperatures are arithmetic mean values. While the experiment and simulation agree well in the back part of the receiver, a significant deviation in the front part is observed. This was also seen by Wu when she compared the experimental results to a 1D model of the receiver, which also predicted higher particle temperatures than seen in the experiment.

Wu mentioned several possible reasons for this behavior, for example that the wall temperature is measured, but the particle temperature is simulated in her 1D model. She suspects a difference between these temperatures and also an influence of the particle film thickness. However, the results of the more detailed model presented here show almost no difference between wall tem-
perature and particle temperature. Only in the TMR there is a significant difference, which is due to the high axial speed of the particles in this section and therefore the little time to exchange heat with the walls. Wu also mentions the missing capability of her model to capture particle preheating by convection and axial conduction in the particle film. This would in fact decrease the particle temperature in the receiver front, but it should also increase the temperature in the back significantly. As this is not case in the experiment, the most probable reason for the difference between the models and the experiment is expected to be the uncertainty in the incoming heat flux distribution. Wu’s error analysis showed that it has a strong influence on the model results and as the same distribution was used in this work, it is also expected to have a strong influence here and the main reason for the deviations.

In summary, the developed heat transfer models were applied successfully to the CentRec particle receiver prototype. A good agreement of the particle outlet temperature and of the receiver efficiency with their experimental counterparts was found. The axial temperature profile deviated in a similar way from the experimental data like the one-dimensional model from Wu, so that
7.3 Results and Discussion

Figure 7.19: Wall temperature distribution measured and interpolated by Wu [40]. Crosses indicate thermocouple locations

the deviation is suspected to come from an inaccurate radiation profile measurement.

In general the DEM has shown to enable an unmatched, rigorous and in-depth analysis of the mechanisms occurring in the CentRec. The influence of the receiver angle, the mass flow and the rotation speed are just some of the examples to be investigated by a simple application of the developed model in the future.¹

¹Unfortunately the respective simulations could not be completed in scope of this work because of a severe hard disk and backup system failure of the DLR computer cluster in Jülich
Figure 7.20: Comparison of axial temperature profile to the experiments of Wu [40]
8 Conclusions and Outlook

The objective of this work was the development of models and the determination of parameters to enable the DEM simulation of a solar particle receiver, including heat transfer. Special attention was paid to vacuum receiver-reactors, which are proposed for solar thermochemical redox cycles for fuel production. It was found that the available DEM heat transfer models are not sufficient to accurately describe the phenomena in a solar particle receiver, so that new models were developed in this work. For heat transfer between neighboring particles a relationship connecting the thermal conductivity of a continuous particle bed with the discrete thermal conductance between two particles was developed. In this context it was shown how the usual approach of updating the temperature in DEM relates to the heat diffusion equation of the continuum. Additionally, a critical time step for the temperature update in DEM was derived. Both the connection to the continuum and the stability limit were validated successfully by a cylindrical bed test case.

The approach to connect a continuum model with the DEM makes it possible to use existing and established continuum models for the bed conductivity. In this way, the pressure dependence necessary for vacuum receivers was included by using the model of Zehner, Bauer and Schlünder (ZBS). This model is widely used and accepted, but was never tested at both high temperatures and vacuum. Hence this was done in scope of this thesis in a vacuum experiment in a solar simulator. Transient temperatures in an irradiated particle bed were measured and compared with the temperatures from a continuum simulation including the ZBS model. A good agreement was found for various vacuum pressures; the bed conductivity decreased with the pressure as expected. The mean relative deviation between experimental and simulated temperature averaged over all experiments was between 4.2% and 8.8% for the respective thermocouple locations in the bed. These results are within the margin of uncertainties introduced both by model parameters and by measurement errors.

Due to its architecture, each particle can only interact with particles in its neighborhood in the DEM code. This was the main motivation to treat radiation heat transfer in a separate C++ program, as it also occurs over long distances. The program calculates radiative heat exchange by radiation distribution factors, which are determined by Monte Carlo ray tracing (MCRT).
This is beneficial for particle receivers where it can be assumed that particles cannot see each other over long distances. In these cases, only the distribution factors from walls to particles need to be calculated and reciprocity can be used to obtain the distribution factors from particles to walls. Radiative transport between particles can be included in the particle-particle model by using the radiation term of the ZBS model. One does not need to shoot rays from the particles, which reduces the computational cost significantly. The developed program can handle spheres and surface meshes with triangular elements. It was parallelized with OpenMP and shows good parallel performance. To include external radiation, for example from a heliostat field, rays can be loaded from a text file. The radiation calculation was ensured to work correctly by various test cases. A comparison to the radiative part of the ZBS continuum model showed remarkable agreement given the simplicity of the ZBS model approach, which is based on the radiative exchange in a narrow gap between infinite planes.

Beside the radiation calculation, particle-wall heat transfer was also added to the separate C++ program, as the original DEM software only allowed a wall with a constant, uniform temperature. With the added wall model each triangle in the surface mesh has its own temperature and the heat transfer between particle and wall is derived from the Schlünder model dedicated to particle-wall heat transfer. The implemented model was validated by a drum test case from literature. The heat transfer through the wall is modeled by virtually expanding the triangular mesh elements into prisms and solving the one-dimensional heat diffusion equation along them. Several boundary conditions on the outside of the mesh can be selected. The correctness of this model was checked with a test case consisting of two walls with a narrow gap between them. This case can be represented by a thermal resistance network and is also another, indirect test of the radiation model. The deviation of the model from the resistance network solution was about 0.001 %, showing successful validation.

For a DEM simulation of a solar receiver, not only suitable heat transfer models are required, but also parameters for the contact force models. Therefore a calibration approach based on bulk experiments was developed. Five experiments were designed and the sensitivity of each one to the contact parameters was investigated. The results indicated to do the calibration in three stages: first, the determination of the friction coefficients between particles, then between particles and walls and finally the determination of restitution coefficients. In each stage, surrogate models of the DEM model were created by Latin hypercube sampling to speed up the optimization process. In this way contact parameters for five prospective particle types envisaged in solar receivers were calibrated. The calibration was also performed for various coarse-grained par-
ticle diameters to enable faster simulations with fewer particles. The obtained parameter sets are the first ones obtained for these particle types, so that they will be helpful to other researchers who may need them for the simulation of solar receivers.

Finally, the developed models were demonstrated on the CentRec prototype receiver. The outlet mass flow fluctuations observed in experiments could also be seen in the simulations, which were conducted with exactly the same dimensions, rotation speed and mass flow as the experiment. It shows the power of the method, as this oscillation phenomenon could not be covered with other methods before. The results indicate that the appearance and the magnitude of the fluctuations is strongly affected by the friction between particle and wall. In general the flow pattern in the receiver is quite unstable. An analysis of the mass distribution in the receiver showed that the mass flow fluctuations at the outlet go along with periodic slow buildup of film thickness in the front part of the receiver, followed by a faster depletion. In contrast, the film thickness in the back near the feeding cone does not fluctuate that much.

The simulations confirmed the expectation that particles do the majority of the axial movement when they are in the upper half of the rotation cycle as in that state the gravity and centrifugal force do not act in the same direction. With respect to heat transfer, the DEM model also gave sound results. The particle outlet temperature fluctuated due to the mass flow oscillations, and it did so around the average temperature obtained in the experiment. Moreover, the thermal receiver efficiency was found to be in good agreement with the efficiency measured during experiments (77%). However, the axial temperature profile deviated from the measured one quite significantly, but in a very similar way like a previously developed 1D model. This led to the conclusion that the error can be attributed to uncertainties in the incoming flux profile.

For the uniformity of the temperature profile in circumferential direction with at the same time a very nonuniform input flux profile proved that it was justified to perform ray tracing only about three times per rotation and not in every DEM time step.

In summary, this work paves the way for further DEM simulations of solar particle receivers. As the demonstration of the model has shown, it is possible to simulate a prototype receiver in a reasonable time and to obtain new insights about effects which could not be covered before with other methods. If a real time duration in the order of hours is desired, real-size receivers can only be simulated with the real particle size on large compute clusters. However, even today it is possible to simulate them with a reasonable effort by using coarse-graining; aspects of the operation happening on the time scale of a few minutes can also be captured with real-size particles. In the special case of non-moving particles, the developed models can be applied to simulate radiation and heat
transfer between millions of particles and walls for a duration of multiple hours. This is possible due to the increased time step for heat transfer, whose limit was derived for the first time in this thesis. A scenario where this can be applied is the prototype of a particle-mix reactor, which is currently investigated at DLR. During a mixing process, which lasts a few seconds, a small time step is chosen and particle motion is calculated. Once a mixture is generated and the particles stop moving, motion calculation is deactivated and the time step is increased significantly.

The presented work should be the basis for future model developments and analysis of particle receivers. With the developed MCRT model it is possible to validate other, more inaccurate but faster methods for solving the radiative heat transfer. One of them, the discrete ordinate method, is not dependent on the particle number. Missing coupling terms should be developed and implemented for the coupling of LIGGGHTS and OpenFOAM to be able to use the method. With the CFD-DEM coupling also the convection influence in the CentRec receiver could be tackled, which was omitted in this work. As the method is just being establishing in industry, significant improvements in speed are expected in the future, for example by using GPUs or by approaches like adaptive coarse-graining. Together with hardware improvements this will enable the full simulation of real-size receivers in the near future.
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A Appendix

A.1 Effective Properties in Contact Force Model

The effective (or reduced) properties in the contact force model are calculated as follows:

\[
\frac{1}{Y_{\text{red}}} = \frac{1 - \nu_1^2}{Y_1} + \frac{1 - \nu_2^2}{Y_2} \tag{A.1}
\]

\[
\frac{1}{G_{\text{red}}} = \frac{2(2 - \nu_1)(1 + \nu_1)}{Y_1} + \frac{2(2 - \nu_2)(1 + \nu_2)}{Y_2} \tag{A.2}
\]

\[
\frac{1}{R_{\text{red}}} = \frac{1}{R_1} + \frac{1}{R_2} \tag{A.3}
\]

\[
\frac{1}{m_{\text{red}}} = \frac{1}{m_1} + \frac{1}{m_2} \tag{A.4}
\]

A.2 Derivation of Maximum Thermal DEM Time Step

The particle-particle heat transfer scheme from equation \[4.27\], which also can be written as

\[
T^{n+1}_j = T^n_j + \sigma \sum_{i=1}^{N_{\text{con}}} (T^n_i - T^n_j), \quad \sigma = \frac{H_c \Delta t}{m_j c_{p,j}} \tag{A.5}
\]

was tested for stability with the von-Neumann analysis, a method to determine the stability of numerical schemes and described in \[281\]. The notation of this reference was used. The error function of a difference equation is written as a Fourier series

\[
\varepsilon(x,y,z,t) = \sum_{k_{\text{min}}}^{k_{\text{max}}} V(t,k_x,k_y,k_z) e^{I(k_x x + k_y y + k_z z)} \tag{A.6}
\]

with the amplitudes \(V(t,k_x,k_y,k_z)\) and wave numbers \(k_x, k_y, \text{ and } k_z\). The variable \(I\) denotes the imaginary unit \(\sqrt{-1}\) here. The error function at particle \(i\) at time step \(n\) is

\[
\varepsilon^n_i = \sum_{k_{\text{min}}}^{k_{\text{max}}} V^n e^{I(k_x x_i + k_y y_i + k_z z_i)} \tag{A.7}
\]
Inserting this into the difference equation (A.5) leads to

\[ V^{n+1} e^{I(k_x x_j + k_y y_j + k_z z_j)} = V^n e^{I(k_x x_j + k_y y_j + k_z z_j)} \]

\[ + \sigma \sum_{i=1}^{N_{\text{con}}} \left( V^n e^{I(k_x x_i + k_y y_i + k_z z_i)} - V^n e^{I(k_x x_j + k_y y_j + k_z z_j)} \right) \]

\(\Leftrightarrow V^{n+1} = V^n + \sigma \sum_{i=1}^{N_{\text{con}}} \left( V^n e^{I(k_x (x_i - x_j) + k_y (y_i - y_j) + k_z (z_i - z_j))} - V^n \right) \)

\(\Leftrightarrow V^{n+1} = V^n (1 - \sigma N_{\text{con}}) + \sigma \sum_{i=1}^{N_{\text{con}}} \left( e^{I(k_x (x_i - x_j) + k_y (y_i - y_j) + k_z (z_i - z_j))} \right) \)

\(\Rightarrow G := \frac{V^{n+1}}{V^n} = 1 - \sigma N_{\text{con}} + \sigma \sum_{i=1}^{N_{\text{con}}} \left( e^{I(k_x (x_i - x_j) + k_y (y_i - y_j) + k_z (z_i - z_j))} \right) \)

\[ = 1 - \sigma N_{\text{con}} + \sigma \sum_{i=1}^{N_{\text{con}}} \cos(k_x (x_i - x_j) + k_y (y_i - y_j) + k_z (z_i - z_j)) \]

\[ + I \sigma \sum_{i=1}^{N_{\text{con}}} \sin(k_x (x_i - x_j) + k_y (y_i - y_j) + k_z (z_i - z_j)) \]

For stability, the norm of the error amplification factor \(G\) has to be less than one:

\[ G \leq 1 \quad (A.9) \]

In our case it follows that

\[ |G|^2 = \left[ (1 - \sigma N_{\text{con}}) + \sigma \sum_{i=1}^{N_{\text{con}}} \cos(k_x (x_i - x_j) + k_y (y_i - y_j) + k_z (z_i - z_j)) \right] \]

\[ + \left[ \sigma \sum_{i=1}^{N_{\text{con}}} \sin(k_x (x_i - x_j) + k_y (y_i - y_j) + k_z (z_i - z_j)) \right]^2 \]

\[ = (1 - \sigma N_{\text{con}})^2 + 2(1 - \sigma N_{\text{con}})\sigma \sum_{i=1}^{N_{\text{con}}} \cos(\Theta_i) \]

\[ + \left[ \sigma \sum_{i=1}^{N_{\text{con}}} \cos(\Theta_i) \right]^2 + \left[ \sigma \sum_{i=1}^{N_{\text{con}}} \sin(\Theta_i) \right]^2 \]
\[\begin{align*}
&(1 - \sigma N_{\text{con}})^2 + 2(1 - \sigma N_{\text{con}})\sigma \sum_{i=1}^{N_{\text{con}}} \cos(\Theta_i) \\
&\quad + \sigma^2 \left[ \sum_{i=1}^{N_{\text{con}}} \sum_{m=1}^{N_{\text{con}}} \cos(\Theta_i) \cos(\Theta_m) \right] \\
&\quad + \sigma^2 \left[ \sum_{i=1}^{N_{\text{con}}} \sum_{m=1}^{N_{\text{con}}} \sin(\Theta_i) \sin(\Theta_m) \right] \\
\leq&(1 - \sigma N_{\text{con}})^2 + 2(1 - \sigma N_{\text{con}})\sigma \sum_{i=1}^{N_{\text{con}}} \cos(\Theta_i) \\
&\quad + \sigma^2 \left[ N_{\text{con}} + \sum_{i \neq m}^{N_{\text{con}}} \cos(\Theta_i) \cos(\Theta_m) + \sin(\Theta_i) \sin(\Theta_m) \right] \\
\leq&(1 - \sigma N_{\text{con}})^2 + 2(1 - \sigma N_{\text{con}})\sigma \sum_{i=1}^{N_{\text{con}}} \cos(\Theta_i) \\
&\quad + \sigma^2 \left[ N_{\text{con}} + \sum_{i \neq m}^{N_{\text{con}}} \cos(\Theta_i - \Theta_m) \right] \\
&\quad \left[ \text{\textit{N}}^2 - \text{\textit{N}} \text{ terms} \right] \\
=(1 - \sigma N_{\text{con}})^2 + 2(1 - \sigma N_{\text{con}})\sigma \sum_{i=1}^{N_{\text{con}}} \cos(\Theta_i) \\
&\quad + \sigma^2 \left[ N_{\text{con}} + \sum_{i \neq m}^{N_{\text{con}}} \cos(\Theta_i - \Theta_m) \right] \\
\leq&(1 - \sigma N_{\text{con}})^2 + 2(1 - \sigma N_{\text{con}})\sigma \sum_{i=1}^{N_{\text{con}}} \cos(\Theta_i) + \sigma^2 N_{\text{con}}^2 \\
=(1 - \sigma N_{\text{con}})^2 + 2(1 - \sigma N_{\text{con}})\sigma \sum_{i=1}^{N_{\text{con}}} \cos(\Theta_i) + \sigma^2 N_{\text{con}}^2
\end{align*}\]
Case a) $\sigma N_{\text{con}} > 1$. We look at the case of $\Theta_i = \pi$.

$$|G(\Theta_i = \pi)|^2 = (1 - \sigma N_{\text{con}})^2 - 2(1 - \sigma N_{\text{con}})\sigma N_{\text{con}} + \sigma^2 N_{\text{con}}^2$$
$$= 1 - 4\sigma N_{\text{con}} + 4(\sigma N_{\text{con}})^2$$
$$= (1 - 2\sigma N_{\text{con}})^2$$
$$> 1 \quad \text{(A.11)}$$

The condition is not fulfilled, so that the scheme is unstable for $\sigma N_{\text{con}} > 1$.

Case b) $\sigma N_{\text{con}} \leq 1$

$$|G| \leq (1 - \sigma N_{\text{con}})^2 + 2(1 - \sigma N_{\text{con}})\sigma N_{\text{con}} + \sigma^2 N_{\text{con}}^2$$
$$= 1 - 2\sigma N_{\text{con}} + 2(\sigma N_{\text{con}})^2 + 2\sigma N_{\text{con}} - 2(\sigma N_{\text{con}})^2$$
$$= 1 \quad \text{(A.12)}$$

The condition is fulfilled for all $\Theta_i$, so that the scheme is stable for $\sigma N_{\text{con}} \leq 1$.

It follows for the time step

$$\sigma = \frac{H_c \Delta t}{m c_p} \leq \frac{1}{N_{\text{con}}}$$
$$\Rightarrow \Delta t \leq \frac{m c_p}{H_c N_{\text{con}}} \quad \text{(A.13)}$$

### A.3 Particle Property Data
Figure A.1: Wavelength dependent emissivity and absorptivity of CarboHSP bauxite particles, measured by Siegel and figures obtained from Wu [40].

Figure A.2: Total normal emittance of ceria, data given in [282].
Figure A.3: Specific heat of ceria, literature data [261] and fit

Figure A.4: Thermal conductivity of ceria, literature data [262] and fit
A.4 Vacuum Experiment Parameters

The parameters for the simulation of the vacuum experiment are listed in table A.1.
Table A.1: Parameters for the simulation of the vacuum experiment, already published in [112]

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Label</th>
<th>Baseline value</th>
<th>Unit</th>
<th>Source</th>
<th>Max. error</th>
</tr>
</thead>
<tbody>
<tr>
<td>Heat capacity ceria</td>
<td>$c_p$</td>
<td>235</td>
<td>W kg$^{-1}$ K$^{-1}$</td>
<td>fitto [261]</td>
<td>0.05362</td>
</tr>
<tr>
<td></td>
<td>$\lambda_s$</td>
<td>19070</td>
<td>W m$^{-1}$ K$^{-1}$</td>
<td>fitto [262]</td>
<td>10 %</td>
</tr>
<tr>
<td>Density ceria particles</td>
<td>$\rho$</td>
<td>6636</td>
<td>kg m$^{-3}$</td>
<td>$\star$</td>
<td>2 %</td>
</tr>
<tr>
<td>Mean Sauter diameter</td>
<td>$d_{277}$</td>
<td>117</td>
<td>$\mu$m</td>
<td>$\star$</td>
<td>6 %</td>
</tr>
<tr>
<td>Bed void space</td>
<td>$\phi$</td>
<td>0.4</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Insulation heat capacity</td>
<td>$c_p$, ins</td>
<td>1130</td>
<td>W kg$^{-1}$ K$^{-1}$</td>
<td>$\pm$</td>
<td>10 %</td>
</tr>
<tr>
<td>Insulation thermal conductivity</td>
<td>$\lambda$, ins</td>
<td>0.00015</td>
<td>W m$^{-1}$ K$^{-1}$</td>
<td>for $T &lt; 1273$ K</td>
<td>20 %</td>
</tr>
<tr>
<td>Absorptivity bed</td>
<td>$\alpha_{bed}$</td>
<td>0.9</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Emissivity bed</td>
<td>$\epsilon_{bed}$</td>
<td>0.9</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Emissivity Insulation</td>
<td>$\epsilon_{ins}$</td>
<td>0.78</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cooling plate temperature</td>
<td>$T_{bottom}$</td>
<td>from experiment</td>
<td>K</td>
<td>$\star$</td>
<td>1 %</td>
</tr>
<tr>
<td>Initial temperature</td>
<td>$T_{t=0}$</td>
<td>300</td>
<td>K</td>
<td>$\star$</td>
<td>1 %</td>
</tr>
<tr>
<td>Flux density on bed</td>
<td>$q_{solar}$</td>
<td>see fig. 6.9</td>
<td>W m$^{-2}$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Space temperature enclosure</td>
<td>$T_{amb}$</td>
<td>300 K</td>
<td></td>
<td>$\star$</td>
<td>1 %</td>
</tr>
<tr>
<td>Transmissivity window</td>
<td>$\tau$</td>
<td>0.90</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Insulation outer diameter</td>
<td>$d_{ins}$</td>
<td>300 mm</td>
<td></td>
<td>$\star$</td>
<td></td>
</tr>
<tr>
<td>Particle bed diameter</td>
<td>$d_{bed}$</td>
<td>83 mm</td>
<td></td>
<td>$\star$</td>
<td></td>
</tr>
<tr>
<td>Particle bed height</td>
<td>$h_{bed}$</td>
<td>20 mm</td>
<td></td>
<td>$\star$</td>
<td>5 %</td>
</tr>
<tr>
<td>Position thermocouple TC5</td>
<td>$h_{TC5}$</td>
<td>2.12 mm</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Heat capacity ceria</td>
<td>$c_p$</td>
<td>235.2 to 229.6</td>
<td>W kg$^{-1}$ K$^{-1}$</td>
<td>for $T &gt; 1273$ K</td>
<td>30 %</td>
</tr>
</tbody>
</table>

Note: The parameters with $\star$ are either own measurements or manufacturer data.
A.5 Error Analysis for the Vacuum Experiment Simulations

This section has already been published in [112]. There are numerous parameters involved in the simulation of the vacuum experiment in section 6.1.2. To have an idea about the implications of them on the results, a parameter study was conducted. A base case is defined with the parameters in table A.1. The parameters are varied by an estimated error margin and the deviation in temperature was noted. Then the two worst case scenarios were simulated, first with all maximum errors leading to a higher temperature and then with all maximum errors leading to a lower temperature. A typical result is shown in figure A.5 for an ambient pressure case. It shows that the uncertainty in the parameter values can cause an error in the temperature of about 15% which corresponds to about 100 K in the peak point of the graph. This error is mostly caused by the uncertainty in absorptivity and emissivity; if this uncertainty is excluded from the analysis, the error is reduced to the grey band in figure A.5. As mentioned the shown error margins are a worst case scenario; with high

Figure A.5: Maximum uncertainty in $T_{TC5}$ for an ambient pressure case if all errors in table A.1 are at their maximum value.
probability the errors will not be at their highest extent and each of them will also not influence the measurement in the same direction. Rather some of them will cause a temperature rise while others cause a temperature drop, so that the overall error is smaller than in the worst case scenario. However, the uncertainty should be kept in mind when interpreting the results of the vacuum experiment.

A.6 Funnel Mass Flows in Horizontal Conveyor Experiments

The funnel mass flows influence the outcome of the horizontal conveyor experiments and simulations in chapter 5.2. Therefore they were measured by pouring particles through the funnels on a scale and measuring the mass over time. It turned out that some of the funnels, even though they were nominally the same size, had significantly different mass flows. A reason for this could be production tolerances or previous usage of the funnels, where they might be deformed. That is why different mass flows for the experiments are listed in table A.2. The experiments with the particle-laminated plate were conducted with a different funnel than the experiments on steel and the Al$_2$O$_3$ insulation board done by Henninger [266].

<table>
<thead>
<tr>
<th>Particles</th>
<th>Funnel nominal diameter</th>
<th>Particle mass</th>
<th>Experiments on steel and Al$_2$O$_3$</th>
<th>Experiments on particle-laminated plate</th>
</tr>
</thead>
<tbody>
<tr>
<td>Carbo HSP13</td>
<td>7.5 mm</td>
<td>348 g</td>
<td>24.16 g/s</td>
<td>18.97 g/s</td>
</tr>
<tr>
<td>SG10H</td>
<td>7.5 mm</td>
<td>301 g</td>
<td>23.78 g/s</td>
<td>20.15 g/s</td>
</tr>
<tr>
<td>SG05H</td>
<td>7.5 mm</td>
<td>295 g</td>
<td>31.67 g/s</td>
<td>40.16 g/s</td>
</tr>
<tr>
<td>Carbo HSP16/30</td>
<td>7.5 mm</td>
<td>312 g</td>
<td>23.89 g/s</td>
<td>21.27 g/s</td>
</tr>
<tr>
<td>Carbo HSP20/40</td>
<td>7.5 mm</td>
<td>304 g</td>
<td>25.83 g/s</td>
<td>22.99 g/s</td>
</tr>
<tr>
<td>Carbo HSP30/60</td>
<td>7.5 mm</td>
<td>310 g</td>
<td>29.0 g/s</td>
<td>26.12 g/s</td>
</tr>
<tr>
<td>Ceria</td>
<td>7.5 mm</td>
<td>285 g</td>
<td>57.09 g/s</td>
<td>46.35 g/s</td>
</tr>
</tbody>
</table>